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PURPOSE

This India Policy Forum 2013–14 comprises papers and highlights of 
the discussion at the India Policy Forum (IPF) held in New Delhi on July 
16–17, 2013. The IPF is a joint venture of NCAER, the National Council 
of Applied Economic Research in New Delhi, and the Brookings Institution 
in Washington, D.C. The IPF explores India’s rapidly evolving—and 
sometimes tumultuous—economic transition and the underlying policy 
frameworks and reforms using policy-relevant, empirical research. This is 
the IPF’s 10th Anniversary Volume. 

An international Research Panel of India-based and overseas scholars with 
an abiding interest in India supports this initiative through advice, active 
participation at the IPF, and the search for innovative papers that promise 
fresh insights. An international Advisory Panel of distinguished economists 
provides overall guidance. Members of the two IPF panels are listed below. 

Papers appear in this publication after detailed revisions based on IPF 
discussants’ comments and the guidance provided by the IPF editors. To 
allow readers to get a sense of the richness of the conversations that happen 
at the IPF, discussants’ comments are also included here, as is an edited 
summary prepared by the editors of the general discussion on each paper. 
The papers represent the views of the individual authors and do not imply 
agreement by the officers and staff of NCAER or Brookings.

Starting in 2011, the IPF began the practice of ending with a Policy Round 
Table. The 2013 IPF featured a discussion on “‘Rights’, Cash Transfers, 
and other Approaches: Is India advancing toward a Modern Safety Net 
System?” The names of the Round Table panelists are noted at the end of 
the Editors’ Summary.

As in past years, the 2013 IPF featured the annual IPF Lecture, this time 
on “India: The Way Forward,” delivered by Raghuram Rajan, then Chief 
Economic Adviser to the Government of India and, thereafter, the Governor 
of the Reserve Bank of India. Video recordings of the IPF Policy Round 
Table and Lecture are available on www.ncaer.org.
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Editors’ Summary

The India Policy Forum (IPF) celebrated its 10th anniversary at the 
2013 conference in New Delhi on July 16 and 17. This volume of 

the IPF journal contains the papers presented at the conference, the com-
ments of the formal discussants, and a summary of the floor discussion of 
each paper. The five IPF papers cover topics that have dominated much 
of the discussion of the Indian economy in recent years. The first paper is 
devoted to an evaluation of the impact of laws that govern the operation 
of India’s labor market within the organized industrial sector. The second 
paper analyzes India’s role, or lack thereof, in the rapid development of 
international production networks. The third paper examines the conduct of 
monetary policy since the onset of the global financial crisis, with a special 
focus on the persistence of high rates of inflation in India. The fourth paper 
provides an overview of both fiscal and monetary policies in the years after 
the financial crisis. The volume concludes with an assessment of the value 
of social audits, widely advocated as a tool for improving public account-
ability, in the specific context of an audit of the rural public employment 
program in Andhra Pradesh.

State-level Labor Reform and Firm-level Productivity in India

The first paper, by Sean Dougherty, Veronica Frisancho, and Kala Krishna 
(DFK), examines the effects of labor market reform on the performance of 
industrial establishments in different Indian states in recent years. Using 
plant-level data for a period from the late 1990s to the late 2000s, the study 
provides evidence of the impact of reforms of employment protection 
legislation (EPL) and related labor market policies on plant-level produc-
tivity in India. Identification of the effect of EPL reforms follows from a 
“difference-in-differences” estimator that takes advantage of the state-level 
variation in labor regulation and heterogeneous industry characteristics. The 
fundamental identification assumption is that EPL is more likely to restrict 
firms operating in industries with higher labor intensity. The results show 
that labor market reform mattered, and more so in labor intensive industries.

Discussions of labor-market reforms have intensified recently. Impetus 
for this has partially come from the recent contract labor cases that have 
split the Supreme Court’s bench. In addition, the government has expressed 
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a newfound desire to seize the demographic dividend, increasing the poten-
tial to put labor policies as an important issue back on the reform agenda.

The collective experience of Organisation for Economic Co-operation 
and Development (OECD) countries, summarized in Martin and Scarpetta 
(2012), suggests that flexible regulation of the labor market is essential to 
allow employers to react to output growth by taking on labor and increasing 
employment. Similarly, Dougherty (2009) found that labor market reforms 
in India boosted manufacturing job creation rates. He further suggests that 
it was not just the Industrial Disputes Act that was harming labor market 
outcomes, but rather the wider range of labor legislation. This result is 
consistent with the views of labor law experts that cite the complexity and 
uncertainty caused by the manifold overlapping laws and antiquated (often 
colonial era) provisions, that are in dire need of simplification (Anant et al. 
2006; Panagariya 2008; World Bank 2010).

Despite solid gains in overall employment in recent years, net increases 
in employment have occurred almost exclusively in the least productive, 
unorganized, and typically informal sectors of the economy, which employ 
nearly 90 % of the Indian workforce. This is partly due to the uneven protec-
tion of employment across formal and informal sectors, with the latter being 
virtually unregulated. Such a dichotomy forces Indian firms to remain small 
and informal to avoid regulation, leading to a skewed firm size distribution 
with a very long tail of smaller, less productive firms (Alfaro and Chari 
2012; Dougherty et al. 2009; Hasan and Jandoc 2013; Hsieh and Klenow 
2012). Within the formal sector, most of the productivity gains recorded in 
the last three decades have been driven by large continuing firms (Bollard 
et al. 2013; Sivadasan 2009), which is explained by existing rigidities in the 
reallocation of labor inputs across firms and sectors.

DFK study the effects of labor market reform on productivity among 
registered manufacturing plants. A distinguishing feature of their paper is 
that the labor reform measure (OECD 2007) used is more comprehensive 
than the Besley–Burgess index, popular in the EPL literature in India. The 
OECD Labor Reform Index they use covers 50 specific subjects of possible 
reform in seven major areas of labor regulation in addition to the Industrial 
Disputes Act, taking into account both formal and informal amendments at 
the state level. An additional feature is the use of plant-level information 
from the Annual Survey of Industries (ASI) to evaluate the direct effect 
of EPL in India. The authors take advantage of the recently available ASI 
panel data to obtain plant-level TFP measures that control for simultaneity 
and selection bias (using the Olley–Pakes approach) in contrast to previous 
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work on the topic that has mostly measured the effects of EPL on labor 
productivity at the industry level.

DFK find that the modest easing of regulations in Indian states that has 
taken place in recent years was enough for firms in states with higher levels 
of pro-employer reform to benefit substantially through gains in total factor 
productivity (TFP). Their point estimates indicate that, on an average, plants 
in labor intensive industries and in states that have transited toward more 
flexible labor markets have TFP residuals 25.4% higher than those registered 
for their counterparts in states with less EPL reforms. However, no important 
differences are identified among plants in industries with low labor intensity 
when comparing states with high and low levels of EPL reform.

The authors also find that the different strategies used by plants to over-
come the constraints imposed by labor regulations generate heterogeneous 
effects of state-level labor reform both by plant size and type of ownership. 
Given the extensive use of contract labor among large plants which is a way 
around labor regulations, and voluntary retirement schemes among public 
plants, which is another way of relaxing restrictions on firing, smaller plants 
and private plants tend to accrue the largest productivity gains from state-
level labor reforms.

Although the authors’ EPL reform indicator shows that state-level actions, 
both de facto and de jure, have already led the way in labor reform, these 
reforms could be taken much further. Out of the 20 states surveyed, only three 
had conducted more than half of the potential procedural or administrative 
changes they were surveyed on, suggesting that there is still much room to 
ease the burden of labor regulations at the state level. Given the difficulty in 
carrying out reforms at the central level, states may be in a better position 
to accelerate their own labor reform processes while prioritizing reforms 
according to the characteristics of their home industries. However, the central 
government urgently needs to resolve ambiguities in the Supreme Court’s 
ruling and provide clear general guidelines, particularly in areas such as 
contract labor and fixed-term contracts.

How India Fits into Global Production Sharing: Experience, Prospects, 
and Policy Options

The second paper, by Prema-chandra Athukorala, deals with a different 
aspect of Indian manufacturing—its role in global production sharing, which 
refers to the breakup of production processes into separate stages, with each 
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country specializing in a particular stage of the production sequence. The 
phenomenon has been an increasingly important facet of economic global-
ization over the past three decades. This process of the international division 
of labor opens up opportunities for countries to specialize in different slices 
or tasks of the value chain in vertically integrated global industries in line 
with their relative cost advantages. Trade in parts and components, and final 
assembly within global production networks, often called network trade, has 
been growing at a much faster rate compared to trade in traditional labor-
intensive products such as apparel, footwear, and sport goods.

The author examines India’s role in global production sharing from a 
comparative East Asian perspective in order to inform the contemporary 
policy debate on India’s export performance, including its failure to special-
ize in labor-intensive manufacturing despite being a highly labor-abundant 
economy. Following a stage-setting analytical narrative of global production 
sharing and an overview of India’s export performance during the post-
reform period, the paper examines emerging patterns of world network trade 
and India’s performance in relation to China and the other high-performing 
East Asian economies. An econometric analysis is also undertaken using 
the standard gravity-model framework to examine the determinants of 
inter-country differences in the degree of involvement in network trade. 
The author employs a new data set culled from the United Nations (UN) 
Comtrade trade database, which systematically delineates trade in parts and 
components and final assembly from total manufacturing trade.

Although India’s overall export performance has improved significantly 
during the reform era, it still accounts for only 1.8% of world exports com-
pared to China’s 12% and its share in total exports from developing countries 
has remained virtually unchanged at 4% for the past five decades compared 
with China’s 39% currently. At the disaggregated level, no particular com-
modity category—even the traditional labor intensive products in which 
India has considerable untapped potential—stands out for its faster growth 
compared to the major East Asian countries. The comparative analysis in 
this paper suggests that by far the most important reason for India’s lack-
lustre export performance is its failure to cash in on the rapid expansion of 
network trade and the dramatic shift in trade within production networks 
from developed to developing countries. Between 1990–91 and 2010–11 
network exports recorded an almost five-fold increase, from US$12.8  
trillion to US$59.1 trillion, with the share of developing countries in the 
total increasing from 11.9% to 45.1%. Network products accounted for 
nearly 70% of the total increment in manufacturing exports from East Asia 
between 1990–91 and 2010–11; the comparable figure for India was 22%.
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India’s comparative export performance has been particularly weak in 
electronics and electrical goods, which account for the lion’s share of total 
world network exports. A number of large electronics and electrical goods 
producing multinational enterprises (MNEs) have set up production bases 
in India, but they are predominantly involved in production for the domestic 
market. In most East Asian countries Special Economic Zones (SEZs) have 
proved to be an effective vehicle for integrating domestic manufacturing 
into production networks in these global industries. However, although 
SEZs have mushroomed in India following the new SEZ Law that came 
into force in 2005, electronics and electrical goods account for only a tiny 
share of exports from these zones (2.3%).

The view widely held in some policy circles that India has already missed 
the boat for joining global production networks, as a result of the MNEs’ 
long-standing attachment to existing production bases and China’s emer-
gence as the premier assembly center within global production networks, is 
not consistent with the East Asian experience surveyed in this paper. In recent 
years, production networks have begun to spread in a big way to Vietnam, 
and also to Cambodia. There has been a contraction in the final assembly 
of consumer electronics and electrical goods exported from the other East 
Asian countries as an outcome of competitive pressure from China, but 
overall a close complementarity between China and these countries within 
production networks there has evolved, dispelling the crowding out fear. The 
upshot of this analysis is that the explanation for India’s poor performance 
in network trade lies primarily on the supply side, in India’s overall business 
and investment climate.

The findings of this study give credence to the case made in a number of 
influential studies for completing India’s unfinished reform agenda, encom-
passing trade, investment policy, and behind-the-border reforms. Further 
reforms are even more important for linking India to global production net-
works than for the expansion of standard labor-intensive products and other 
conventional exports. Vertical integration of manufacturing across national 
borders naturally increases the country risks associated with supply delays 
and disruptions in a given location within the production network because 
it can bring the operation of the entire production network to a halt. In the 
current business climate in India such disruptions could take many forms, 
including shipping delays, strikes, power outages, and transportation bot-
tlenecks. In many instances it is impossible for firms to fully offset these 
risks even by writing complete contracts.

According to Athukorala, there is also a strong case, based on the expe-
riences in East Asia and elsewhere, for combining further reforms with a 
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proactive investment promotion campaign to attract MNEs engaged in global 
production networks. Over time global production sharing has expanded well 
beyond the confines of intra-firm activities of MNEs but there is compelling 
evidence that MNEs are still the leading vehicle for developing countries to 
enter global production networks. In global industries like electronics and 
electrical goods, initial success in attracting big players to set up operations 
in a country breeds more success because in these industries there is a herd 
mentality in the site selection process of MNEs.

The author argues that effective investment promotion should go beyond 
simply marketing the country and also focus on facilitating and coordinating 
the prerequisites for setting up operations and effective functioning when 
MNEs decide to set up production plants. As part of designing an investment 
promotion strategy, it is also vital to probe why Indian SEZs have so far not 
been successful as an effective second-best option for providing investors 
with a suitable investment climate that is insulated from distortions in the 
rest of the economy.

Post-Global Crisis Inflation Dynamics in India: What has Changed?

In the third paper, Michael Patra, Jeevan Khundrakpam, and Asish George 
of the Reserve Bank of India (RBI) focus on an analysis of the post-crisis 
inflation and the source of its persistence. India rebounded rapidly from the 
global financial crisis of 2008, outperforming many advanced and emerging 
market economies. However, 2009 also witnessed a strong acceleration of 
price inflation. By the time the RBI responded in early 2010, headline infla-
tion had surged above 10% per year and food inflation reached 20%. This 
inflation persisted at a roughly 9% annual rate into 2013, despite successive 
increases in the policy rate, and periodic increases in the cash reserve ratio. 
In other episodes in the not-too-distant past, people’s anger at similar rates 
of inflation led them to vote out the offending government of the day. This 
time around, the public bought gold, determined not to let stubborn inflation 
gnaw away at their purchasing power. Gold imports surged beyond 1,000 
tonnes, and the current account deficit reached 6.7% of GDP in the third 
quarter 2012–13.

This episode has been notable for both the persistence of inflation and the 
extent of the debate over its causes and the appropriate policy responses. At 
one end of the spectrum is the view that the inflation reflects sector-specific 
cost-push factors for which orthodox monetary measures would be of little 
avail. Any policy-induced compression of demand would simply impair 
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future growth. The opposing perspective argues that its persistence is the 
result of costly policy errors: a misreading of this inflation as being narrowly 
based, leading to delayed reactions and the growth of a public perception 
that future policies would be very accommodative.

Patra, Khundrakpam, and George point to a series of supply-shocks as the 
origin of this inflation, but go on to show that inflation quickly became very 
general. They construct a Diffusion Index of changes in the components of 
the Wholesale Price Index (WPI), and show that the dispersion of inflation 
across major components of the price index actually declined over the period, 
which they interpret as evidence of a rapid generalization of inflation in the 
aftermath of supply shocks. They also show that the WPI and the national 
accounts deflator yield highly correlated measures of price inflation, but 
that the CPI had episodes of highly divergent rates of change—especially 
since 2012 Q2. They attribute much of the divergence to the heavy weights 
assigned to food and fuel in the CPI, but they also point to the divergent 
movement of some finished goods prices in the CPI compared to the prices 
of raw and intermediate materials in the WPI.

The large body of work in the literature on modeling price-setting behavior  
and price stickiness has broadly identified four factors that account for 
the persistence of inflation: (a) intrinsic persistence, the tendency to be 
backward-looking in the price-setting mechanism; (b) extrinsic persistence, 
a reduced sensitivity to changes in the basic determinants of inflation such 
as the output gap; (c) expectations-based persistence built on the formation 
of strong inflation expectations; and (d) policy-driven persistence, persis-
tence due to restrictions on the speed of monetary policy adjustments, best 
captured, for instance, in the degree of interest rate smoothing.

The autoregressive properties of headline inflation and its components 
show that inflation persistence in general has gone up in the post-crisis 
period for headline inflation, and significantly for the manufactured prod-
ucts category and for food. However, an expanded model that allows for 
cyclical influences, pass-through effects from exchange rate changes, and 
expectations of future inflation yields a more complex story. There has been 
some decline in intrinsic persistence, but also a substantial increase in the 
contribution of inflation expectations, which the authors interpret as implying 
some decline in the credibility of monetary policy and its ability to achieve 
a particular inflation outcome. They also report a flattening of the aggregate 
supply curve in the post-crisis period and higher costs of disinflation.

They assess RBI’s monetary policy response through the sequential esti-
mation of a reaction function that is elaborated beyond the initial emphasis on 
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a hard inflation target and extended to the joint consideration of a multiple-
indicator approach, as reflected in inflation and output gaps, the exchange 
rate, and the short-term interest rate. The inflation and output gaps are both 
consistent influences on the policy rate. There is a high degree of interest rate 
smoothing in all cases, suggesting a slow or a so-called calibrated response 
to inflation shocks.

The RBI explicitly states a numerical threshold of 5% as its inflation 
tolerance and a target of 3% as its medium-term goal. While inflation is 
the dominant focus of monetary policy in India, it is accompanied by an 
emphasis on stabilizing output around its potential to contain inflation spill 
overs. The authors suggest that the increase in inflation persistence will 
require a more pre-emptive and aggressive monetary policy reaction to break 
inflation expectations before they become entrenched. Furthermore, most 
inflation persistence episodes tend to emanate from food price shocks that 
quickly become generalized. Consequently, accommodating food inflation 
on the argument that the Indian economy is more prone to supply shocks 
than demand shocks is a perilous strategy.

India’s Recent Macroeconomic Performance: An Assessment and the 
Way Forward

In the fourth IPF paper, Muneesh Kapur and Rakesh Mohan assess the 
potential for India to return to a path of high, sustained growth over the 
next several decades and beyond. The decade of the 2000s witnessed grow-
ing optimism about the success of the Indian economy. Economic growth 
averaged 7% per annum and accelerated to 9% in the four years preceding 
the global financial crisis. Initially, India appeared to manage the shock 
of the global financial crisis with assuredness: maintaining a 7% growth 
rate in the face of a severe recession in the United States and Europe, and 
growth again accelerated to nearly 9% in 2009–11. However, the situation 
has deteriorated dramatically. Growth has slowed to an average of 5–6%, 
a pattern that is expected to hold for the near future. There has been a sub-
stantial deterioration of many of the main economic indicators; the current 
account and fiscal deficits have widened, while inflation has climbed to an 
elevated level. With the observed decline in the rates of domestic saving and 
investment, concerns have also arisen that India’s potential growth rate may 
have fallen. Furthermore, given the large twin deficits, concerns have also 
been expressed about the possible emergence of some external vulnerability.
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Kapur and Mohan examine the role of domestic macroeconomic policies 
in the growth slowdown and analyze the factors that led to the widening of 
the current account deficit. They perceive the growth slowdown reflecting 
a number of factors. First, while the macroeconomic policy response—both 
monetary and fiscal policy—to the onset of the financial crisis in the United 
States was admirably rapid, with hindsight there was overshooting of the 
stimulus. Moreover, the quality of the fiscal stimulus, with its focus on tax 
cuts and increased revenue expenditure (particularly on subsidies), while 
keeping capital outlays relatively stagnant, added to demand pressures. 
These pressures were then mirrored in high inflation. While the fiscal and 
monetary stimuli were large and rapid, their withdrawal was overly gradual, 
and incomplete in the case of fiscal measures.

The overshooting of the policy stimulus and its far too gradual withdrawal 
sowed the seeds of inflation and current account pressures. The use of subsi-
dies to delay the pass-through of higher international oil prices into domes-
tic prices added to the fiscal pressures, while also impeding the domestic 
expenditure adjustment of both oil and non-oil consumption that would have 
emanated from higher domestic oil prices. The adjustment in domestic oil 
consumption, had domestic prices been appropriately increased, would have 
also contributed to lower oil imports and a smaller current account deficit. 
The incomplete withdrawal of the fiscal stimulus led to a crowding out of 
private sector spending, which in conjunction with other policy bottlenecks, 
has contributed to the decline in private corporate investment.

High inflation and negative real deposit rates led to a switch away from 
financial savings toward saving in the form of gold, leading to higher gold 
imports, which further added to current account deficit pressures. The cur-
rent account was also hit by domestic policy bottlenecks, which, inter alia, 
have led to higher coal imports and lower iron ore exports. Unlike many 
other major emerging market economies, India had a deficit on its current 
account before the financial crisis and the combination of domestic and 
global factors quickly raised the current account deficit to 4.8% by 2012–13.

Overall, Kapur and Mohan suggest that appropriate policies in regard to 
domestic oil prices can help contain fiscal subsidies as well as oil imports. 
They suggest that taking into account the fiscal correction planned in the 
near term, some by the finance minister in his 2013–14 Budget that pre-
ceded the IPF Conference, public sector saving should recover. This could 
result in the gross domestic saving rate increasing by around 2–3% of GDP 
and a substantial reduction in the crowding out of spending by the private 
sector. They argue that fiscal consolidation would also provide the basis 
for a durable reduction in inflation and low and positive real interest rates 
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for both depositors and borrowers, which in turn should have a moderating 
impact on gold imports and the current account deficit.

Looking ahead, the authors believe that the economic slowdown has a 
large cyclical component, reflecting both domestic and global influences. 
They argue that factors such as poor infrastructure, although they must be 
addressed, cannot explain the slowdown because those deficiencies existed 
when India was growing rapidly. The structural drivers of growth—the 
favorable demographics and the high saving and investment rates—are still 
present. Based on these assumptions, even a conservative estimate would 
result in a sustained gross domestic saving rate of about 35%, which could 
facilitate growth of 8–8.5%, given moderate incremental capital–output 
ratios. Given growth and inflation expectations, interest rates in India can be 
expected to remain above those in advanced economies, even with an end 
to the present aberrations of near-zero interest rates in the major advanced 
economies. Therefore, they argue that a prudent approach to the opening 
up of debt flows to foreign investors needs to be pursued.

Kapur and Mohan argue that the key policy priority for restoring Indian 
growth to sustained rates in excess of 8% is to reestablish macroeconomic 
stability. They attach the highest importance to a reduction in medium-term 
inflation to rates achieved in the decade prior to the financial crisis. Reforms 
in the markets for both labor and land are viewed as essential to make the 
economy more flexible. Among the Asian emerging market economies, India 
is notable for its low share of manufacturing in both value added and employ-
ment. This has also impeded the growth of non-agricultural employment 
and the pace of the rural–urban transformation. They argue that a realistic 
exchange rate policy, combined with policies promoting labor flexibility and 
skill development, need to be adopted to promote growth in manufacturing. 
The revival of manufacturing competitiveness is essential to achieve 10% 
plus growth in this sector, without which it will not be feasible to achieve 
sustained GDP growth rates of 8% and above.

Despite increasing private investment in infrastructure, they also call for 
an expansion of public investment on a sustained basis. For this to take place, 
the use of user charges must be reinforced so that infrastructure investment 
is remunerative. In addition, with increasing incomes, expenditures on 
non-merit subsidies must be curtailed and directed toward such infrastruc-
ture investment. They point out that the revenue receipts/GDP ratio of the 
central government is now below the levels prevailing in the late 1980s. 
Public investment in both physical and social infrastructure will be difficult 
to achieve without revenue enhancement consistent with income growth.
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Social Audits and MGNREGA Delivery: Lessons from Andhra Pradesh

In the fifth IPF paper, Farzana Afridi and Vegard Iversen set out to study the 
impact of social audits on theft and corruption under the Mahatma Gandhi 
National Rural Employment Guarantee Act (MGNREGA) in the state of 
Andhra Pradesh (AP). Citizens’ participation and social accountability are 
increasingly perceived in India as mechanisms that foster transparency and 
improve public program delivery, in some instances treated even as sufficient 
conditions for greater accountability that can compensate for the state’s 
governance deficit. For example, in the public works under MGNREGA, 
mandatory social audits are supposed to empower beneficiaries to effectively 
scrutinize program expenditures and to monitor and track program delivery 
to ensure no theft and corruption take place. As with many other areas of 
policymaking in India over the past decade, despite widespread claims by the 
government and NGO activists that social audits are low-cost and powerful 
participatory tools with substantial, positive program impact, there is sadly 
little rigorous empirical evidence to show that community monitoring has 
lived up to its promise.

AP is widely seen as a best-practice example of MGNREGA implemen-
tation, partly because of an exceptional record of conducting regular and 
systematic social audits of MGNREGA projects since 2006, as compared to 
Indian states, where audits have either not been conducted or implemented in 
an ad-hoc, unsystematic manner. Based largely on the carrying out of audits 
rather than serious evidence on their effectiveness, the AP model is being 
scaled up and adopted by other Indian states and other public programs.

AP’s social audit machinery comprises state-level, district-level and 
village-level social auditors. State and district auditors recruit and train 
village-level auditors in two-day workshops that provide training in 
MGNREGA rights and regulations, conducting social audits, and obtaining 
information under India’s Right to Information Act. In the week following 
the training, the teams organize social audits in all gram panchayats (GPs) 
within a mandal or a sub-district. In each GP, official labor expenses are 
supposed to be verified by laborers listed on the muster-rolls. Complaints 
by individuals or groups of beneficiaries and by the audit team are recorded 
and attested. For verification of material expenditures, auditors are supposed 
to undertake worksite inspections. The completion of the audits is followed 
by a public hearing to discuss audit findings, with all officials implementing 
MGNREGA projects required to attend. Complaints are read out, testimonies 
verified, and officials accused of alleged misconduct are given an opportunity 
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to defend themselves. The AP social audits seek to combine a top-down 
approach with grass-roots participation in order to increase program impact. 

The authors propose a model in which successful community monitor-
ing requires three key elements: (a) high stakes for beneficiaries in the 
outcomes that are audited—for MGNREGA, these include the availability 
of employment when needed and the timely payment of guaranteed wages; 
(b) the capacity of beneficiaries to detect irregularities or inefficiencies— 
employment provided or wages received are easier to track but embezzlement 
and manipulation of wage records, worksite logs, and material expenditures 
are harder to detect except for obvious and easy-to-detect irregularities such 
as ghost or non-existent projects; and (c) credible, timely enforcement of 
social audit findings with clear accountabilities for how the guilty are to be 
penalised and by whom.

The authors’ model leads them to anticipate a dynamic game-theoretic 
process in which local auditing can become more effective with repeated 
audits because the auditors learn. However, it is also possible that viola-
tions and theft also become more sophisticated due to learning by corrupt 
politicians, officials and contractors. Improved monitoring may thus result 
in the substitution of one type of irregularity for another as the thieves learn 
how to exploit weaknesses in the new system. Easy-to-detect irregularities 
can then be expected to decline with repeated audits and hard-to-detect 
irregularities to rise.

Afridi and Iversen use special AP panel data assembled by extracting and 
translating official social audit reports during 2006 to 2010 and covering up 
to three social audit rounds from close to 300 GPs in eight districts in AP. 
Testing their predictions is made harder because social audits were not rolled 
out randomly in AP and because information relating only to complaints 
(rather than malfeasance proactively detected by the auditors) were recorded 
by the social auditors. The authors test whether performance, measured by 
irregularities in program implementation, is affected by additional audits 
within the same mandal during 2006–10. Their analysis accounts for other 
factors that could impact corruption and the quality of program delivery, 
including rising beneficiary awareness and confidence in the integrity of the 
audit process, and improved audit quality as audit teams become better at 
identifying discrepancies.

Controlling for mandal-level attributes, and overall and district-level time 
trends, the authors observe a marginal reduction in the real rupee amount 
per labor complaint, but an insignificant effect of the repeated social audits 
on reducing the aggregate number of complaints. This is accompanied 
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by an overall increase in the aggregate number of the harder-to-detect 
materials-related irregularities (e.g., inflated bills and missing official 
records) over successive audit rounds with no change in the number of 
labor-related, easier-to-detect irregularities (e.g., non-payment or delayed 
wage payments) or harder-to-detect irregularities (e.g., ghost workers).  
The authors’ findings suggest that while the top-down and participatory 
elements of the audit process may have been effective in “detecting” 
irregularities, the audits were not effective in “deterring” and “reducing” 
irregularities. The impact of social audits on other program outcomes such 
as employment generation was insignificant. 

Despite beneficiary learning and increase in the capacity of the social 
auditors to detect theft in later audit rounds, the authors find no overall 
impact of the social audits on deterring easier-to-detect malpractices. The 
authors suggest that this failure, together with the rise in the harder-to-detect 
material theft, indicated a change in the architecture of corruption.

The authors try to explain this failure of social audits by analyzing 
administrative data on social audits that suggest that weak follow-up and 
enforcement of punishments are responsible. While this may have been 
mitigated by the establishment of vigilance cells in AP after 2010, during 
2006–10 less than 1% of irregularities in which program functionaries were 
held responsible led to their termination/removal from service or criminal 
action. Even more modest penalties, such as suspensions, show-cause notices, 
or being black-listed for future contractual work, were meted out to less 
than 3% of these cases. Eighty-seven percent of the money missing during 
2006–10 had not been recovered by 2013. It would appear that the very same 
governance deficits that may have led the government and nongovernmental 
organization (NGO) activists to put their faith in a proxy process of social 
audits may have come back to haunt the process.

The Afridi–Iversen work also underlines the need for incorporating far 
more rigorous program evaluation, whether of the social kind or otherwise, 
in the roll out of social programs. Post 2008–09 there has been a three-fold 
increase in Central government funds allocated to rural works projects. In 
2011–12, MGNREGA spent some ̀ 40,000 crores to provide employment to 
some 40 million households, or ̀ 10,000 per household. The Afridi–Iversen 
results should be a wake-up call for proponents of social audits with deeply 
held but evidence-free beliefs in the efficacy of participatory evaluation, 
as currently carried out, in reducing theft and improving public program 
performance.
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Annual IPF Lecture and IPF Policy Roundtable

Though not included in this IPF volume, following the tradition set in 2004 
when it started, the 2013 IPF also featured the annual IPF Lecture given 
this year by Raghuram Rajan, then the Chief Economic Adviser to the 
Government of India and thereafter Governor of the Reserve Bank of India. 
Rajan spoke on “India: The Way Forward,” focusing on the challenges that 
any Indian government will have to face up to if India is to regain the path 
of high economic growth with universal opportunity.

Since 2011, the IPF has also featured a concluding Policy Roundtable. The 
panelists on the 2013 IPF Policy Roundtable took on the topic of “‘Rights’, 
Cash Transfers, and other Approaches: Is India advancing toward a modern 
Safety Net System?” reflecting concerns about how India can build an 
appropriate, affordable, and effective social protection system as it hopefully 
transitions to a middle-income country. The topic of the Roundtable seems 
particularly appropriate now because of the Indian voters near complete 
rejection in the 2014 Elections of the UPA government’s policy of promot-
ing service delivery through a rights-based approach led by its National 
Advisory Council. The Roundtable was expertly chaired by Montek S. 
Ahluwalia (Planning Commission) with a distinguished panel comprising 
Pranab Bardhan (Berkely), T. N. Ninan (Business Standard), Shubhashis 
Gangopadhyay (IDF), and Abhijit Banerjee (MIT).

Materials on both events are available on NCAER’s Web site, www.
ncaer.org.
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However, no important differences are identified among plants in industries with 
low labor intensity when comparing states with high and low levels of employment 
protection legislation reform.
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1. Introduction

It is well-known that India’s formal Employment Protection Legislation 
(EPL) is among the most stringent in the world. Many believe that this is 

one of the main reasons behind the stagnant share of manufacturing output 
in India’s GDP during the last 40 years (OECD 2007). Although the country 
has recorded impressive output growth rates since the 1970s, the share of 
manufactures in total output has remained between 14% and 18%. Though 
infrastructure and product market regulation have been major challenges, 
strict labor laws have been blamed in particular for the poor performance 
of large-scale labor intensive manufactures despite India’s labor abun-
dance (Conway and Herd 2009; Dougherty et al. 2009; Panagariya 2008). 
According to the MCI (2011), the top five goods exported during 2010–11 
represented almost 50% of the country’s total exports and they were all 
relatively capital intensive goods such as petroleum products, gems and 
jewelry, transport equipment, machinery and instruments, and pharmaceuti-
cal products. In contrast, ready-made garments, traditionally an unskilled-
labor intensive export, has seen its share in total Indian exports decline from 
12.5% to 6% between 2000 and 2010. In 2010, India was the fifth largest 
exporter of apparel with 3.2% of the world’s exports, lagging behind China, 
the European Union, Hong Kong, and Bangladesh (WTO 2011).

Industrial relations in India fall under the joint jurisdiction of central and 
state governments, an arrangement that has generated a degree of variation in 
labor regulations across states. Although all states had essentially the same 
starting point under the License Raj, each state has independently amended 
labor regulations, rules and practices during the post-Independence period. 
In the last decade, this “natural experiment” setting has been exploited 
by several empirical studies that have tried to assess the effects of labor 
regulation on output, employment, and productivity. However, and despite 
increasing interest in the topic, the evidence for India is still inconclusive 
and mostly limited to industry-level analysis.
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One of the most influential studies of India is Besley and Burgess (2004), 
which constructs an index summarizing state-level amendments to the 
Industrial Disputes Act (IDA) between 1949 and 1992. The index, hence-
forth referred to as BB, is used along with several control variables to explain 
state-level outcomes corresponding to the organized manufacturing sector 
using industry-level panel data for 1958–92. The authors identify a negative 
impact of pro-worker regulation on output, investment, employment, and 
labor productivity among registered manufacturing firms. Several papers 
that also rely on the BB index reach similar conclusions.1 Nonetheless, the 
validity of the BB index and the econometric methodology used to identify 
the effect of excessive pro-worker regulation has been extensively criticized. 
The main concerns with the use of this index are related to problems in the 
coding of labor laws and its exclusive focus on formal reforms to the IDA. 
This study tries to overcome the shortcomings of the previous empirical 
evidence in the tradition of Besley and Burgess to evaluate the effect of 
labor regulation on the Indian organized manufacturing sector. We make 
use of a more comprehensive measure of labor market regulations proposed 
in OECD (2007) and elaborated in Dougherty (2009). We argue that this 
index is superior to the BB index as it includes information on formal and 
informal labor market reforms, not only to the IDA but in seven additional 
areas: the Factories Act, the State Shops and Commercial Establishments 
Acts, the Contract Labor Act, the role of inspectors, the maintenance of 
registers, the filing of returns and union representation.

Using this comprehensive EPL measure and plant-level data from the 
Annual Survey of Industries (ASI) for all the fiscal years between 1998–99 
and 2007–08, we evaluate whether labor market regulation differences 
across Indian states led to a differential response in industrial performance.2 
However, one must keep in mind that differences across states in terms of 
labor regulation may be endogenous since a higher number of pro-employer 
reforms in a given state may be driven by the characteristics of the firms 
located in that state.

Following Rajan and Zingales (1998), we focus on the details of the 
theoretical mechanisms at play. As we will show below, unit labor costs 
increase with more stringent EPL, and more so for firms operating in indus-
tries with higher labor intensity. This implies that firms in industries with 

1. See Aghion et al. (2008) and Ahsan and Pagés (2009) as examples.
2. In this paper, EPL is used as a shorthand to refer to a customized measure of state-

level labor regulation reforms in India (see Dougherty 2009). The official OECD measure is 
country-specific and has a longstanding standardized definition, as most recently elaborated 
in Venn (2009).
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higher labor shares will suffer the most from the additional costs of hiring 
and firing workers. In addition, to the extent that such costs act as adjustment 
costs, they will have more of an effect in more volatile industries so that the 
productivity of firms in more volatile sectors should be more affected by 
strict labor laws. Thus, we implement a difference- in-difference estimator 
that exploits both the variation in EPL by state, as well as the variation in 
industry-specific characteristics related to labor intensity and volatility. By 
focusing on a specific mechanism through which EPL reform operates (labor 
intensity or volatility), this approach provides stronger evidence of causality.

Previous studies have also exploited the variation in state and industry 
characteristics3 but their focus was at the industry level. To our knowledge, 
this is the first study of India to evaluate the direct effect of labor regulation 
on plant-level productivity using a longitudinal sample,4 and is one of only 
a few studies on any country to examine the impact of labor regulation at 
the plant-level.

The evidence presented here shows that firms in industries with higher 
labor intensity or higher sales volatility benefited the most from labor mar-
ket reforms in their states. The positive effect of relaxed EPL on organized 
manufacturing firms in labor intensive industries is experienced through 
higher total factor productivity (TFP). Similarly, firms in more volatile 
industries that experience pro-employer labor reforms tend to have higher 
levels of TFP. We also identify a heterogeneous effect of EPL in labor 
intensive industries by plant size and ownership type. In particular, we find 
that smaller firms and private firms with a high usage of labor inputs tend to 
benefit the most from relaxation of state labor laws. In general, our results 
suggest that state-level reforms can help to mitigate the detrimental effects 
that strict federal labor laws have on industrial outcomes in the organized 
Indian manufacturing sector.

Our paper contributes to two strands of literature. First, it adds to the lit-
erature that focuses on the effect of labor and product regulation on industrial 
outcomes and economic performance, of which Besley and Burgess (2004) 
has been one of the most influential studies. It also contributes to some 
recent studies on the potential links between labor markets and comparative 
advantage that have received special attention in the trade literature. Within 
this literature, our study is particularly related to Cuñat and Melitz (2007) 
and Krishna and Levchenko (2009), who examine how firm-level volatility 
can determine the pattern of comparative advantage.

3. See Gupta et al. (2008) and Bassanini et al. (2009).
4. Harrison et al. (2013) use a similar dataset also based on the ASI to examine market 

share reallocations; however they focus on trade, foreign direct investment (FDI) and licens-
ing policy reforms, and control for interactions with labor reforms.
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The rest of the paper proceeds as follows. Section 2 sketches out the 
major findings in the literature. Section 3 describes the data as well as 
some basic stylized facts. The empirical strategy is described in Section 
4. Section 5 displays the results as well as some robustness checks while 
Section 6 concludes.

2. Previous Literature

Despite increasing interest in the effect of institutions and regulation in indus-
trial performance, the theoretical and empirical evidence to support or negate 
the beneficial effect of EPL relaxation is still limited. Although labor market 
equilibrium models such as Garibaldi (1998) and Mortensen and Pissarides 
(1999) predict a negative effect of stricter EPL on job mobility, its effects 
on productivity are not that straightforward. There is even a branch of the 
literature which suggests that the net effects of EPL on productivity may be 
positive. Workers could be more willing to invest in human capital specific 
to the firm if their jobs are better protected. Firms may also be willing to 
invest more to increase labor productivity as an alternative to downsizing. 
Bassanini et al. (2009) provide an extensive discussion of these theoretical 
results, suggesting that there might be an “optimal” level of EPL.

Stricter labor regulation increases the costs of hiring and firing workers, 
making it more difficult for the firm to react to demand or supply shocks 
that require labor reallocation or staff reduction. The restriction of labor 
movement even in more productive firms or sectors can thus result in lower 
productivity levels. Poschke (2009) develops a model that takes into account 
firm dynamics and where firms receive idiosyncratic productivity shocks. 
He shows that selection eliminates the active firms with the lowest produc-
tivity, and entrants imitate more productive survivors. In this setting, strict 
EPL ends up reducing firm value, discouraging not only entry but also the 
exit of less productive firms. Product or technology innovation can also be 
discouraged if the firm has to face high labor costs and high layoff costs in 
case of failure (Samaniego 2006). Moreover, growth losses tend to be larger 
when productivity is more volatile. This latter result is in line with previous 
findings of worse effects of strict EPL for firms operating in more turbulent 
sectors (see Bentolila and Bertola 1990).5

5. Under a general equilibrium framework, Hopenhayn and Rogerson (1993) show how 
the distortion induced by firing restrictions pushes firms to use resources less efficiently. EPL 
is likely to make it more difficult for firms to react quickly to rapid changes in technology 
or product demand that requires reallocation of staff or downsizing. As a result, employment 
levels adjust at a slower speed and productivity is reduced.
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A paper by Cuñat and Melitz (2007, 2012) studies the link between 
volatility, labor market flexibility, and international trade. They develop a 
model and test it using country–industry data and find that countries with 
more flexible labor markets fare better in more volatile industries, where 
their ability to adjust to unexpected shocks is more important. This implies 
that labor market reforms might have differential effects across industries 
and that their effects might be more beneficial among sectors with a higher 
dispersion of within-industry shocks.

More broadly, the empirical literature is quite inconclusive and has tried 
to measure the effects of EPL on industrial outcomes using cross-country 
studies with industry-level data or industry-state-level data. Among the 
first group of papers, Micco and Pagés (2007) implement a difference-in-
differences estimator in a cross-section of industry-level data for a sample of 
developed and developing countries. They are able to identify the effect of 
EPL by arguing that sector differences in the intrinsic volatility of demand 
and supply shocks can lead to differential responses to labor regulation. 
Their results show that EPL reduces turnover, employment, and value added 
in more volatile industries but they only find weak evidence of a negative 
relationship between labor regulation stringency and labor productivity. 
Similarly, Bassanini et al. (2009) use aggregate cross-country/time-series 
data on OECD countries to measure the differential effects of country-level 
EPL on industry-level productivity. They find that dismissal regulations tend 
to generate larger TFP growth loses among industries with a high layoff 
propensity relative to industries where firms rely less on layoffs to adjust 
labor-inputs’ usage.

A recent strand in the empirical literature focuses on India, one of the 
countries with the strictest labor regulation in the world. Although Indian 
labor laws were strongly influenced by the British model inherited on 
independence, it is clear that Indian labor regulation is substantially more 
protective than the UK’s present system, as shown in Figure 1. The gap 
between these countries broadens after 1979, which is when a conserva-
tive government committed to labor market deregulation was elected in 
the United Kingdom. India fares even worse when compared to the United 
States. However, the Indian case is particularly interesting and a nice set-
ting for empirical studies given the ability of state governments to introduce 
formal and informal amendments to the labor laws. Consequently, changes 
in the application of the law at the state-level have resulted in important 
variations in the stringency of EPL within the same country.
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F I G U R E  1 .  Evolution of Labor Law in India, United Kingdom, and the United States
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Source: deakin et al. (2007).
note: The laws reported for India are mostly federal laws. The authors also report some state-level 

variations in case law, especially for the most heavily industrialized states. Their labor regulation Index is a 
score obtained out of 40 possible points, where higher values indicate more stringent regulation.

First promoted by Besley and Burgess (2004), most studies focusing on 
India tend to use cross-state and intertemporal variation in labor legislation 
as measured by state IDA amendments. These studies find that changes 
toward more flexible labor regulation are correlated with higher levels of 
manufacturing output, employment, and labor productivity in the organized 
industrial sector. For example, Aghion et al. (2008) find that, following 
delicensing in the 1980s and early 1990s, industries located in states with 
pro-employer labor regulations grew more quickly than those in pro-worker 
environments. Ahsan and Pagés (2009) also use the BB index over a similar 
period, but decompose it into amendments that reduce transaction costs 
of initiating and sustaining industrial disputes and those that increase job 
security and reduce labor flexibility. Their results suggest that regulations 
that increase the cost of settling disputes are more costly for employment 
than the restrictions directly imposed by the IDA.

Focusing on rural India in the same time period, Adhvaryu et al. (2012) 
developed a partial equilibrium model where agriculture exists alongside 
industry. They used rainfall fluctuations to measure exogenous unobserved 
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demand and cost shocks, and analyzed the response of states with differ-
ent labor regulations as measured by the BB index. Their results show that 
the change in employment is significantly greater in states with laxer labor 
laws. However, shocks do not generate a differential response in output or 
profits. This is explained by a greater adjustment of the use of capital and 
materials in pro-worker states.

Despite its extended use in the empirical literature, the BB index has 
been heavily criticized. Bhattacharjea (2006, 2009) claims that the Besley 
and Burgess (2004) scoring system can erroneously classify a state as pro-
employer or pro-worker with just one or two amendments to the IDA in 
the 50 years covered by the index. Nagaraj (2004) points out that the BB 
index focuses only on the IDA, abstracting from several other labor laws 
that affect industrial performance. Another important critique is its exclu-
sive focus on “formal” amendments, which ignores changes in the actual 
practices and enforcement of the labor laws. In fact, most recent changes in 
state-level practices have resulted from judicial interpretations of the laws 
by the Supreme Court. It is thus not surprising that updates of the BB index, 
including our own, using the most recent edition of Malik (2011), show 
very few changes in labor regulation after 1992. In addition, Bhattacharjea 
(2009) emphasizes the fragility of Besley and Burgess (2004) econometric 
results. In particular, Bhattacharjea criticizes the use of irrelevant state-level 
control variables and inadequate tests for robustness, as well as the fragility 
of their results once state-specific time trends are introduced in their model.

A recent study by Gupta et al. (2008) tries to overcome some of the 
BB index’s measurement problems by using a simple majority rule across 
three EPL measures available in the empirical literature, including the BB 
index. They argue that this approach has the advantage of weeding out 
any measurement error, unless there are systematic mistakes in coding the 
states across different indicators. Using this state-level composite measure 
of EPL, they exploit industry-level variation in labor usage to test the dif-
ferential impact of product and labor market regulations. They find that 
labor intensive industries in states with flexible labor regulation have higher 
levels of value added.

Bhattacharjea (2009) departs from Besley and Burgess’s (2004) work by 
focusing on the legislative content of the state-level amendments as well 
as on the judicial interpretations to Chapter V of the IDA.6 He critiques the 
earlier studies for various omissions and insufficient attention to judicial 

6. This chapter relates to firms’ requirements to obtain government permission for layoffs, 
retrenchments and closures.
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interpretations, and shows that the BB index should not be relied upon to 
capture the variation in labor regimes. He also proposes a series of empirical 
tests that examine the effect of state-level labor regulation reform on the 
number of factories, value added, and share of contract labor. The results 
from these tests are mixed, and mostly inconclusive, and he highlights that 
his main contribution lies on his critique of the earlier literature.

All in all, the evidence on the effects of EPL on TFP and/or TFP growth 
in India is still scarce. This gap in the literature is even larger when we focus 
on the evidence available at the plant or firm level. One exception is the 
work by Harrison et al. (2013), which is tangentially related to our work. The 
authors decompose aggregate productivity gains after the trade reforms from 
the early 1990s between market-share reallocations and average productivity 
improvements. They find that a very small share of the TFP gains in Indian 
manufacturing was due to market-share reallocations and test whether this 
result is explained by labor rigidities due to strict labor laws. In general, they 
find that labor laws, as measured by the number of close-down or layoff 
requests granted, do not generate a differential effect of trade reforms on 
productivity, measured using an index number approach. However, they find 
that in states where labor regulation is more rigid, foreign direct investment 
(FDI) reform has a larger impact on TFP. They claim that this is evidence 
that FDI reform only matters when labor regulation makes it more difficult 
for firms to optimize their production.

Besides the well-known difficulties involved in TFP estimation at the 
plant-level, the fact that state-level changes in labor regulation may be 
endogenously determined requires sources of exogenous variation in the 
data to identify the effect of EPL on plant-level productivity. In particular, 
we expect differences in labor regulation to have heterogenous effects on 
productivity across industries with different levels of labor intensity and 
volatility. A Cobb–Douglas production function is assumed, specific to 
each manufacturing industry, Y = ALa K1−a, and thus the unit cost function 
(which is inversely related to A, multifactor productivity) will be given by:

 c
R

A

w r

A

w rs= 



 −







=
′




 −







− −α α α α α

α α α α1

1

1

1 1

 (1)

where w and r are the labor and capital input prices and A' is what is meas-
ured as TFP.

Employment protection legislation is captured through the constant Rs, 
which multiplies wages in state s to capture the effective cost of labor, con-
sistent with our view of employment protection in India as being roughly 
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proportional to the number of workers in a firm. Whenever labor legislation 
imposes additional costs through layoff regulation or hiring restrictions, Rs 

will be above one. Clearly, A′ falls as Rs rises.
The effect of EPL on measured TFP, A′, is identified by taking advantage 

of the state-level variation in labor regulation as well as the industry-level 
variation in labor intensity as measured by an estimate of a.

3. Data 

The data used in this study came from the Indian ASI, conducted by the 
Indian Ministry of Statistics (MOSPI). Previous studies using the same 
data source have been unable to build a plant-level panel due to the lack of 
factory identifiers that have only been made available recently.7 A notable 
exception is Harrison et al. (2013), which uses the ASI panel to examine 
the role of market-share reallocations in aggregate productivity growth in 
India’s organized manufacturing sector over 1985 to 2004.

3.1. Description 

We have used ASI data from 1998–99 through 2007–08 fiscal years to 
obtain an unbalanced panel of registered manufacturing plants. The ASI’s 
sampling frame is constructed by the Chief Inspector of Factories and the 
Labor Commissioner in each State or territory. It includes all factories 
employing 10 or more workers using power, or 20 or more workers without 
using power. In general, the ASI’s basic strategy over the years has been to 
divide the survey frame into census and sample sectors, where the census 
sector includes larger plants. Although this strategy has remained intact, the 
definition of census and sample sectors has undergone some changes over 
the years. Between the 1998–99 and 2007–08 rounds, the size threshold for 
the census sector fluctuated between 50 and 200 workers, so that only plants 
employing 200 or more workers were “always” surveyed during the years 
analyzed.8 The remaining plants are randomly sampled. For more details 
about the sampling design changes as well as a detailed description of the 

7. We thank India’s Central Statistical Organization (CSO) for providing us the data we 
have used for this study. The confidentiality of the unit level data was maintained and adequate 
precautions have been taken to avoid disclosing the identity of the units directly or indirectly.

8. All industrial units belonging to the five least industrially developed states (Manipur, 
Meghalaya, Nagaland, Tripura, and Andaman & Nicobar Islands) were also included in the 
census sector.
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data problems present in ASI see Bollard et al. (2013); Harrison et al. (2013) 
discuss the new longitudinal sample specifically.

The data provided factory reports on output, value added, fixed capital, 
investment, materials, fuel, labor, and labor expenditures. It also provides 
information on the type of ownership, the type of organization, as well as the 
start-up year of each plant. The ASI reports the book value of fixed capital 
both at the beginning and at the end of the fiscal year, net of depreciation. 
Our measure of fixed capital will be the average of the net book value of 
fixed capital at the beginning and at the end of the fiscal year, while all other 
variables are measured at the end. The data collected from the ASI are at 
current prices and must be corrected for price changes over time. Details 
on the specific deflators used for each variable can be found in the Annex 
to Dougherty, Frisancho and Krishna (2011).

The raw data consists of about 384,000 observations over 10 years, with 
an average of about 38,000 plants surveyed each year. We remove observa-
tions corresponding to non-operative plants (26,553) and plants with non-
positive values of output and negative values of fixed capital stock (499). 
Table 1 shows that following this, on average, 26% of the observations in 
each round have missing values for output, value added, materials, fuels, 
fixed capital, or labor. After removing these observations, we also drop three 
manufacturing industries (2-digit NIC) with too few observations: other 
mining and quarrying, recycling, and office, accounting, and communica-
tion equipment. Following Aghion et al. (2008) and Gupta et al. (2008), we 
also drop “other” manufacturing industries. This category groups different 
activities which are likely to vary across states, making it incomparable 
across states. Finally, we also drop the states and union territories of Jammu 
& Kashmir, Chandigarh, Nagaland, Manipur, Tripura, Meghalaya, Daman & 
Diu, Dadra & Nagar Haveli, Pondicherry, and Andaman & Nicobar Islands 
due to lack of information on employment legislation. We also exclude 
Lakshadweep due to lack of data in the ASI and Goa given its economy’s 
dependence on tourism.

The final sample consists of 239,921 plant-year observations with data 
on 103,478 plants in 20 states. Almost 60% of the observations and 74% of 
the plants in our data come from the sample sector. Moreover, almost 50% 
of the plants appear in only one round of the survey. As expected, these are 
smaller plants, with an average of 48 workers. This is an important limitation 
of the ASI; since plants in the sample sector are not deliberately followed 
over time, entry and exit for smaller plants is missed. Due to changes in the 
census threshold size, exit and entry is only consistently observed for census 
plants with at least 200 workers. We call this sample the “restricted” census 
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sample which contains 49,895 plant-year observations on 11,343 plants. 
Basic statistics on the final sample are presented in the Annex.

We rely on the restricted census sample to obtain TFP estimates but 
use information on all the plants surveyed to measure the effect of EPL on 
productivity. To take into account simultaneity and selection biases, we 
obtain production function estimates using the Olley–Pakes estimator. Since 
this approach uses information on plants’ exits and lagged values of some 
variables, we only apply it to the restricted census sample. We then apply 
estimates of the production function’s parameters to the full sample of plants 
and obtain TFP residuals for all plants in ASI’s census and sample sectors.

An additional problem posed by ASI data is the substantial number of 
outliers. To reduce their influence in our estimates, we “winsorized” the 
data, following Bollard et al. (2013). This procedure basically implies top-
coding and bottom-coding the 1% tails for each plant-level variable. In other 
words, for each year and each variable we replace outliers in the top 1% tail 
(bottom 1% tail) with the value of the 99th (1st) percentile of that variable. 
This procedure was applied separately to each 2-digit industry.9

A final issue with the ASI data is that it only provides information at the 
plant-level. Many may argue that plants are not independent units but that 

9. We do not remove these outliers because we would have generated an additional loss 
of 59,896 observations, about 25% of the complete sample.

T A B L E  1 .  Percentage of Missing Observations in Each ASI Round

Year Total Obs.a/ Missing Obs.b/ % Missing

1998–99 23,620 4,290 18.2
1999–2000 24,684 6,944 28.1
2000–01 31,053 8,349 26.9
2001–02 33,387 8,579 25.7
2002–03 33,800 8,625 25.5
2003–04 45,429 12,483 27.5
2004–05 39,714 11,503 29.0
2005–06 43,675 10,039 23.0
2006–07 43,304 12,812 29.6
2007–08 38,439 10,777 28.0
Total 357,105 94,401 26.4

Source: annual Survey of Industries (aSI) 1998–99 to 2007–08.
notes: a/ after removal of non-operative plants and plants with non-positive values of output and fixed 

capital stock. only 7% of all observations are dropped for these reasons.
b/ observations are coded as missing when the factory does not have data on output, value added, 

materials, fuels, fixed capital, labor, or labor expenditures.
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instead, most production decisions are made at the firm level.10 In any case, 
as Harrison et al. (2013) also point out, the difference between “plant” and 
“firm” in the ASI data is likely to be negligible since most firms are single-
plant. In our final pool of plants, an average of 4.5% of them are under the 
control of a multiplant firm each year.

Our measure of labor reform comes from the OECD index which sum-
marizes state-level indicators of procedural changes to the implementa-
tion of labor laws either through formal amendments or through de facto 
practices (Dougherty 2009).11 The OECD, with the support of the All-India 
Association of Employers (AIOE), surveyed 21 Indian states in 2007. The 
EPL index reflects the extent to which procedural or administrative changes 
have reduced transaction costs in relation to labor issues. It is constructed 
using data from a survey instrument developed to identify areas in which 
Indian states have experienced specific changes to the implementation and 
administration of labor laws over the 1990s and 2000s. The survey covered 50 
specific subjects of possible reform in seven major areas of labor regulation 
in addition to the IDA: the Factories Act, the State Shops and Commercial 
Establishments Acts, the Contract Labor Act, the role of inspectors, the 
maintenance of registers, the filing of returns and union representation.  
We use the ordinal EPL count index, rebased and rescaled from zero to one, 
which is essentially the percentage of areas in which pro-employer labor 
reform occurred. It is worth emphasizing that, although the OECD index 
can be separated by its subcomponents, we rely on the aggregate measure 
of labor reform since the index was designed to capture a state’s general 
stance toward labor regulations, more than the character of specific reforms.

It is important to emphasize that the index only incorporates rules that 
relate to issues that affect the transaction costs of labor market arrange-
ments, but not those related to worker health or safety. As such, rules 
that increase the rigidity or reduce the flexibility of mutually beneficial 
employer–employee agreements, and reduce red tape are coded as pro-
employer reforms. Moreover, even in the case of union representation, the 

10. Unfortunately, there is no firm-level data source with an adequate sample frame in 
India. The only alternative would be the Prowess dataset, from the Centre for Monitoring 
Indian Economy (CMIE). However, this database only covers publicly traded companies, 
some unlisted public and private limited firms, and a few unregistered companies. Their 
primary source of data are the Annual Reports of individual firms, which implies that their 
sample frame is biased toward much larger firms.

11. Unfortunately, while it would have been desirable to separate the de facto from the 
de jure procedural changes, as Davies and Vadlamannati (2013) do in a different context, 
it is not possible to do so given the questionnaire design.
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issues covered relate to rules that give clear and cohesive representation to 
unions. More details can be found in Dougherty (2009).

To add state-level controls to our estimates, we gathered time series data 
on population, telephone availability, installed electric capacity, and paved 
road length. State population comes from census population data for 1991, 
2001, and 2011, and it is linearly interpolated for other years. Time series 
data on fixed and mobile phones per 100 population comes from the Ministry 
of Statistics and Programme Implementation’s (MOSPI) Web site. Installed 
electric capacity, measured as kilowatts per million people on the state, is 
obtained from the Annual Report of the Indian Ministry of Power for the years 
1997–98, 2000–01, 2001–02, 2002–03, 2003–04, 2004–05, 2005–06, and 
2007–08. State-wise surfaced road length is obtained from two sources: (a) 
the Basic Road Statistics of India report from the Ministry of Road Transport 
and Highways for the years 2004–05, 2005–06, 2006–07, and 2007–08, and 
(b) the Planning Commission’s 9th and 10th Five Year Plans. Road density 
is measured as paved kilometers per thousand people in the state.

We also include an OECD measure of state-level product market regula-
tion as a time- invariant control to take into account the potential role of 
product regulation as a complement (or substitute) of labor market laws. 
The product market regulation index is taken from OECD (2007) and it 
contains information on state intervention and legal or administrative bar-
riers to entrepreneurship (see Conway and Herd 2009).

In our robustness checks, we will also make use of the BB index that we 
update through 2008 using Malik (2011) as well as Gupta et al.’s (2008) 
labor market regulation composite index. The latter is based on a simple 
majority rule across three sources: Besley and Burgess (2004), Bhattacharjea 
(2006), and Dougherty (2009). States are coded as pro-labor, pro-business, 
or neutral if the majority of the studies considered classified them as such. 
Additionally, we check the robustness of our results using industry-level 
layoff propensity instead of the measure of labor intensity captured by the 
estimated as. Layoff propensities are measured for the United States between 
2002 and 2003 with data from the 2004 CPS Displaced Workers Supplement 
(see Table A.3 in Bassanini et al. 2009).12 Using these propensities, we con-
struct a dummy variable for above and below the median industry.

We must emphasize that the ASI only provides data on organized 
manufacturing plants. In a country where the informal sector constitutes a 

12. The industry classification in this data (ISIC Rev. 3) does not exactly match the 2-digit 
industry classification of the ASI, so in some cases we had to merge Indian industries to 
make them comparable to those in the United States.
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majority of the labor force and the unorganized sector produces a third of 
total manufacturing value added, there is also a need to understand how EPL 
reforms have affected unorganized plants. A source of data on these plants 
is the National Sample Survey Organization’s (NSSO) survey, but it is only 
carried out every five years. This lack of data comparable to the ASI forces 
most researchers to focus exclusively on the registered or organized sector. 
However, this focus is also appropriate since labor market rigidities in the 
organized sector constrain the absorption of formal workers, who tend to 
be more productive, receive higher wages, and face better working condi-
tions than workers in the informal sector (see Gupta et al. 2008). Moreover, 
Goldar and Aggarwal (2010) provide some evidence on the effects of labor 
market reforms in the unorganized manufacturing sector. Using the OECD 
labor market reform index for Indian states, they find a negative and sig-
nificant relationship between labor laws’ flexibility and the probability of 
being a casual worker both in the formal and informal manufacturing sector, 
although the effect in the former is far stronger.

3.2. Basic Patterns

Using the OECD index, we classified states as having flexible labor markets 
when they were above the median state according to the degree of labor 
regulation reforms carried out. Figure 2 plots the cumulative distribution 
of output and employment by labor laws’ rigidity. Panel (a) suggests that 
the variation in labor standards across states may have allowed some states 
to fare better than others; the distribution of output in states with flexible 
labor laws first-order dominates that of states with more stringent regula-
tion, according to a two-sample Kolmogorov–Smirnov test for equality of 
distributions. Specifically, the test cannot reject the hypothesis that output 
for states with stringent labor regulation is smaller than for states with more 
flexible laws, and the test rejects that output is higher in strict versus flexible 
states. However, panel (b) of Figure 2 suggests that EPL does not seem to 
substantially influence formal employment, and this is confirmed by the 
corresponding Kolmogorov–Smirnov test.

Although these patterns are suggestive, we now control for the states’ 
total population to get a better idea of the general picture. Figure 3 plots 
output and employment per capita at the state level in 2000 against our EPL 
reform indicator.13 Each observation in the scatter plot represents a state. 
Even after controlling for the state’s population, Panel (a) in Figure 3 shows 

13. The OECD labor reform index has been re-scaled so that zero corresponds to the 
lowest level of reform and one indicates the highest level of reform at the state level.
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F I G U R E  2 .  Output, Employment, and EPL in 2000
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F I G U R E  3 .  Output and Employment per Capita and EPL in 2000
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that there is a modest positive relationship between output per capita and 
the preponderance of labor law reforms in the state. However, this pattern 
is much weaker for formal employment per capita, as shown in panel (b).

However, differences in the number of plants in each state may be driv-
ing these patterns. To deal with this, Figure 4 decomposes total output and 
employment by EPL flexibility into their extensive and intensive margins. 
While the extensive margin is captured by the number of plants (N), the 
intensive margin is measured by the average output or average employment 
per plant (Q/N or /N). Both in terms of output and employment, states with 
more flexible regulation fare better than plants operating in more restrictive 
labor markets. However, most of this “advantage” seems to be explained 
by the evolution of the extensive margin. On average, intensive margin dif-
ferences explain about 36% of the output gap and 9% of the employment 
differences between flexible and inflexible states.14

Figure 5 plots the distribution of TFP by EPL and labor intensity. We 
obtain TFP estimates separately for each industry (so that scaling is not an 
issue) using the Olley–Pakes approach in the subsample of ongoing plants 
in ASI’s panel. Sub-section 4.1 describes the details of the estimation of 
TFP residuals, which yields unbiased estimates of the production function 
coefficients. In particular, we rely on the output elasticity with respect  
to labor, a, estimated in the panel and identify labor intensive industries 
as those with an â above the median industry. Panels (a) and (b) show that 
industries with high labor intensity experience a greater improvement in 
their TFP distribution from the relaxation of labor laws’ enforcement when 
compared to less labor intensive industries. A two-sample Kolmogorov–
Smirnov test for equality of distribution shows significant differences of 
the distribution of TFP across states with different labor regulation in labor-
intensive industries. Specifically, we cannot reject that there are lower TFP 
values—but we can reject that there are higher TFP values—in strict states 
when compared with laxer ones. The corresponding test performed among 

14. Let the subscripts 0 and 1 correspond to outcomes in inflexible and flexible labor 
markets, respectively.

Output differences can be decomposed in the following way:
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where the first term in the right hand side captures output differences coming from the 
intensive margin for a fixed number of plants. The second term fixes output per plant to 
capture extensive margin differences.
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F I G U R E  4 .  Labor Market Regulations and Manufacturing Production and 
Employment
(a) Total output
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F I G U R E  5 .  Labor Market Regulation, Labor Intensity, and Productivity
(a) Tfp: High labor intensity
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industries with lower labor intensity shows that the distributions are differ-
ent; however, the test rejects neither lower values of TFP nor higher values 
of TFP in strict versus flexible states.

So far, this preliminary evidence suggests that labor intensive indus-
tries benefit the most from EPL relaxation in Indian states. Section 5 will 
test if the patterns identified for productivity remain relevant after a more  
rigorous analysis.

4. Empirical Strategy

The main objective of this study is to assess the effect of employment regu-
lation reform in India on TFP between 1998–99 and 2007–08. The basic 
specification proposed to evaluate productivity performance is similar to 
the one used by Aghion et al. (2008), in the sense that we take advantage 
of state-level variation in labor regulation, but we extend it to incorporate 
industry-level variation. Our fundamental assumption is that EPL reform 
is more likely to restrict plants operating in industries with higher labor 
intensity, or alternatively higher volatility.

Consider the partial equilibrium effect of a change in EPL derived in 
equation (1). The impact on productivity is expected to be larger in indus-
tries where plants rely more on labor than in industries in which this input 
is relatively less important. We can also think of more volatile industries 
having a harder time adjusting their labor input usage when strict labor 
regulations are in place. To capture the effect of labor regulation reform, 
we use a difference-in-differences estimator inspired by Rajan and Zingales 
(1998). By comparing cross-industry differences in states with different 
levels of labor reform we can evaluate the effect of EPL changes toward 
pro-employer legislation on productivity levels. Labor-intensive industries 
will be more constrained by labor regulation so the impact of EPL reform is 
identified using industries with lower output elasticity with respect to output 
as a control group. Relaxation in labor regulation may also interact with 
industry-level differences in the dispersion of plant-level shocks to generate 
larger TFP gains among sectors with a higher dispersion of these shocks.

Further, we briefly describe the TFP estimates used in this study. Next, 
we proceed to describe the econometric model used to measure the impact 
of labor reform on manufacturing plants.
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4.1. TFP Measures

When trying to estimate a production function using observed plant-level 
variables, obtaining TFP measures from the residuals encompasses several 
measurement and econometric problems. One issue is that measurement of 
outputs and inputs generates an aggregation problem, especially in multi-
product plants. Another measurement issue relates to capital usage; since 
it is very tough to obtain data on capital consumption as an input in the 
production process, the researcher has to settle for the book value of total 
capital and machinery involved in the production process.

Although the previous problems are complex enough, there is not much 
the empirical researcher can do about them but try to collect better qual-
ity and more detailed micro data. In addition to these problems, several 
econometric difficulties arise when estimating production functions at the 
plant-level. Two of the most prominent and serious problems are simultane-
ity and selection biases.

Assume a Cobb–Douglas production function like the one described 
below:

 Y A L K M Fit it it it it it= α β γ λ

where Yit are physical units of output and Lit , Kit , Mit , and Fit measure labor, 
fixed capital, materials, and fuels, respectively. Since Ait enters the right 
hand side in a multiplicative way, affecting all the other factors’ marginal 
product simultaneously, it represents the TFP. Taking logarithms allows us 
to use a linear estimation model described by:

 Y l k m fit it it it it it= + + + +α β γ λ µ  (2)

where small letters are used for logs.
From the estimation of equation (2), we can retrieve the error term uit, 

which is the log of plant-specific Ait, provided that the coefficients on the 
inputs are consistently estimated. OLS estimation does not yield consistent 
estimates if plants’ choices on exit and on factor demands (when they con-
tinue operating) depend on their productivity. This fact generates both a selec-
tion and a simultaneity problem in the estimation of production functions.

Olley and Pakes (1996) deal with the simultaneity problem by using the 
firm’s investment decision to proxy for unobserved productivity shocks.15 

15. See Olley and Pakes (1996). Their approach assumes a strictly monotonic relationship 
between output and investment so that all observations with zero investment are dropped. 
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It is assumed that a higher value of the productivity shock observed by 
the firm (but unobserved by us) will induce higher investment today. The 
Olley–Pakes approach also offers a correction for selection bias due to exit. 
In the first stage, a probit of survival is estimated as a function of a poly-
nomial of capital and investment, and the fitted values from this regression 
are used in the second stage to consistently estimate the production function 
parameters.16

Since this technique requires information on exit and lagged values of 
some variables, we estimate the parameters in equation (2) using Olley–
Pakes in the restricted census sample, for which panel data is available. We 
estimate the coefficients for capital, labor, materials, and fuels separately 
for each industry and assume that these estimates are applicable to plants 
in the census as well as in the sample sector. We can then obtain TFP as a 
residual for all the plants using the industry-specific coefficient estimates. 
Estimating TFP using industry-specific regressions allows for differences 
in the production function’s coefficients, including a constant term, which 
yields unit-free productivity residuals that are comparable across industries. 
In the end, TFP residuals are obtained as the exponential of the residual in 
equation (2).17

To estimate TFP at the plant-level, we use real gross output instead of 
value added as the dependent variable. According to Basu and Fernald 
(1997) and Carlsson, Messina, and Skans (2011), the use of value added 

An alternative approach to deal with the simultaneity bias is offered by Levinsohn and 
Petrin (2003), who use intermediate inputs as a proxy for investment to avoid losing obser-
vations. However, only 4% of the plant-year observations in the restricted census sample 
used to estimate TFP have zero investment. Moreover, unlike Olley–Pakes, Levinsohn–Petrin 
methodology does not offer a correction for selection bias. For more details on the problems 
faced when estimating productivity as well as available solutions, see Arnold (2005).

16. Recent developments in the literature offer potential avenues of future extensions. 
For example, Gandhi, Navarro, and Rivers (2013) propose a simple non-parametric estimator 
for the production function and productivity. They rely on the first order condition of the 
firm’s profit maximization problem and use this information without any parametric assump-
tion on the production function to identify productivity while dealing with the endogeneity 
of input choices. This is the first paper that we know of that departs from the traditional 
Cobb–Douglas assumption frequently used in structural methods that try to deal with the 
transmission and selection biases present in the estimation of TFP. Zhang (2013) also relies 
on the first order condition to obtain a measure of productivity that accounts for capital 
and labor-augmenting efficiency, separately. He claims that an advantage of his approach 
is that the estimation does not impose a Markov process assumption on the productivity 
evolution process and thus cross-sectional data suffices.

17. Notice that since the error is mean zero, this explains why the mean of the TFP 
distribution in Figure 5 is so close to one.
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is only valid for TFP estimation under perfect competition and constant 
returns to scale.18 Labor is measured in number of workers and fixed capital 
is measured as the average of the net book real value of fixed capital at the 
beginning and at the end of the fiscal year. The amount of fuels and materi-
als consumed is used to measure the usage of these inputs. Investment is 
measured by the gross value of additions to fixed capital. All the variables 
are measured in rupees at the end of the period and in 1993–94 constant 
prices, unless otherwise noted.

In essence, Olley–Pakes allows for a considerably more general firm-
level fixed effect but the latter is nested within it. With 10 years of annual 
observations we are sure that we have enough intertemporal variation to 
identify the parameters in the production function; in fact, Olley and Pakes 
(1996) themselves used 12 years of data while Levinsohn and Petrin (2003) 
relied on eight years.

4.2. Econometric Model

Our analysis of the impact of labor reform on manufacturing outcomes relies 
on this basic econometric model:

 log( ) ( )TFP LI R LI Rfist i S i S t fist= + + + × + +θ θ θ θ η ε0 1 2 3  (3)

where TFPfist is the Olley–Pakes residual for plant ƒ, in industry i and state 
s, at year t. LIi denotes industry’s i labor intensity measure while state labor 
reform is captured by RS.

Our indicator of RS is a dummy variable based on the normalized count 
of EPL reforms in each state. We label states as having flexible regulation 
when their labor reform index is at or above the median state in terms of 
the proportion of state-level reforms (using the count index). We adopt this 
dummy specification because the OECD measure of labor reform cannot be 
considered a continuous variable but is closer to an ordinal or categorical 
variable. However, there are too many categories to use it as such and the 
dummy specification eases presentation of the results.

18. See Appendix C in Carlsson, Messina, and Skans (2011). They show that a residual 
measure of TFP that comes from value added is not independent of the use of intermediate 
inputs and factor input growth when there are increasing or decreasing returns to scale.
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To measure LIi, we construct a dummy variable for above and below the 
median labor-intensive industry based on the âs obtained from the estimation 
of equation (2). We believe that the use of â to measure the intrinsic labor 
intensity in each industry is superior to the use of the share of labor expen-
ditures in total output. The use of the estimated output elasticity with respect 
to labor overcomes the potential biases that the ratio of labor expenditures 
to output may have due to the endogeneity of the plant’s input choices. 
Moreover, since our TFP estimation using the Olley–Pakes methodology 
takes into account year fixed effects, â provides a clean estimate of the 
underlying labor intensity of each industry that is not biased by exogenous 
demand or supply shocks in the inputs markets.

An alternative specification of equation (3) uses industry volatility 
measures instead of labor intensity. In that case, we follow Krishna and 
Levchenko (2009) and measure industry volatility by the standard deviation 
of the annual growth rate of plants’ output. We then construct a dummy 
variable for above and below the median volatile industry.

Since our measure of EPL reform is time-invariant and measured at the 
state level, we cannot include state fixed effects. Similarly, our labor inten-
sity indicator is fixed at the industry level, so it restrains us from including 
industry fixed effects.19 We control for year fixed effects, denoted by ηt in 
equation (3), and add a plant-specific trend.20 We also incorporate additional 
controls in our estimates to make sure we take into account the effect of 
state-level characteristics.

As argued by Bertrand et al. (2004), the estimation of difference-in- 
differences with an outcome variable measured at a lower level of aggrega-
tion when compared to the treatment variable—TFP at the establishment 
level and labor law reforms at the state level—may be subject to a serial 
correlation problem due to reduced variation within each state-year cell. 
Although this problem does not create an issue around the estimate of the 
intervention, it could understate the standard deviation and thus, the sig-
nificance, of the coefficient in the interaction between the time dummy and 
the treatment variable, θ3 in equation (3). To deal with this potential serial 
correlation problem, all our estimates allow for an arbitrary autocorrelation 
process when computing the standard errors. In particular, we specify the 
standard errors to allow for intragroup correlation within each state, relaxing 

19. Full collinearity restrains us from including industry-year, state-year, or industry-state 
fixed effects.

20. Of course, this trend is only relevant for plants present in multiple years and its 
removal does not quantitatively or qualitatively affect the results.
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the usual requirement that the observations are independent both across and 
within groups.21

The coefficient θ3 on the interaction between LIi and RS will capture the 
heterogeneous effect of EPL reform on industries with different labor inten-
sity. Given that RS is higher when state labor reforms make EPL more flex-
ible, a positive coefficient on the interaction implies that plants in industries 
that use labor more intensively fare better in states with pro-employer labor 
regulation. In the alternative specification, which uses industry volatility 
in place of labor intensity, the interaction term should also have a positive 
coefficient since more volatile plants are expected to benefit the most from 
laxer labor regulations.

Note that equation (3) is in no way related to the model in Sub-Section 
4.1. While the latter sought to highlight the difficulties associated with meas-
uring TFP as a residual, relying on a simple model of the firm, this section 
proposes an empirical strategy to identify the effect of labor regulation on 
productivity. To do so, we compare average multifactor productivity across 
states with different levels of regulation and across industries with different 
levels of labor intensity.

5. Results

The results presented in column (I) in Table 2 provide initial evidence of 
a beneficial effect of pro-employer labor reform on multifactor for labor 
intensive industries. The positive and significant interaction of LIi and Rs 
shows that manufacturing plants with high labor requirements that operate 
in states moving toward more flexible regulation exhibit larger TFP gains 
than plants in less labor intensive industries.

The point estimates from column (I) in Table 2 imply that there are impor-
tant multifactor productivity gains from conducting more labor reforms, 
particularly for plants in labor intensive industries. In 2008, the ratio of the 
geometric mean of TFP for plants in states with flexible labor markets over 
the same mean of TFP for plants in states with inflexible labor markets is 
1.31 in labor intensive industries, but it is close to one in industries with 
lower âs.22 In other words, a plant in a labor intensive industry that moves 

21. Bertrand et al. (2004) suggest the use of this strategy as one of the best solutions to 
the autocorrelation within each cell over time, especially when dealing with large samples.

22. Using our estimates from column (I) in Table 2, the mean values of the trend, and 
the year dummy corresponding to 2008, we predict log(TFP) for 4 groups: (a) plants in 
states with high levels of EPL reform and high âs, (b) plants in states with low levels 
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from an inflexible to a flexible state would get an average TFP improvement 
of about 31% while TFP gains are close to zero in industries with lower 
labor intensity.

To check the robustness of our findings, in column (II) we add a number 
of control variables to take into account state characteristics. These include 
both time-variant as well as time-invariant controls at the state level. Among 
the first group, we use the log of fixed and mobile phones’ availability per 
100 population, log of the installed electric capacity per million people, and 
the log of road density. Information on telephones, installed electric capac-
ity, and road density are reasonable proxies for the general conditions of 
infrastructure, which are expected to be positively related to manufacturing 

of EPL reform and high âs, (c) plants with high levels of EPL reform and low âs, and  
(d) plants with low levels of EPL reform and low âs. To obtain 1.31, for example, we get the 
difference between the predictions of log(TFP) for group (a) and (b) and exponentiate it to 
get the ratio of their TFP in levels.

T A B L E  2 .  Effect of EPL Reforms on TFP by Labor Intensity

(I) (II)

constant 0.907*** 1.360***
(0.032) (0.328)

High labor intensity –0.020 –0.034
(0.074) (0.081)

flexible Epl 0.022 –0.027
(0.036) (0.044)

High labor intensity x flexible Epl 0.246*** 0.253***
(0.082) (0.087)

Time-variant state controls
log(Telephones/100 pop) 0.049**

(0.020)
log(Installed electricity capacity/million pop) –0.019

(0.025)
log(paved roads/1000 pop) 0.017

(0.016)
Time-invariant state controls
product market regulation –0.067

(0.054)
observations 224,867 224,867
r-squared 0.059 0.065
firm trend yes yes
State-level controls no yes
year fE yes yes

Source: annual Survey of Industries 1998–99 to 2007–08.
notes: State-level clustered standard errors in parentheses. 
***p < 0.01, **p < 0.05, *p < 0.1
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output. We also include the OECD product market regulation index that 
measures how much regulations restrict competition.

Column (II) in Table 2 shows that the positive effect identified for labor 
intensive plants in flexible labor markets is still present for TFP once we 
control for state characteristics. The interaction between EPL reform and 
high labor intensity is positive and significant. Once state-level controls 
are introduced, our point estimates indicate that, on average, plants in labor 
intensive industries and operating in flexible labor markets have a TFP 
residual that is 25% higher than it is among plants in states with low levels 
of EPL reform and high âs. Among plants in industries with low âs, TFP 
“losses” from EPL reform are almost negligible, under 3%.

Next, we try to identify differential effects by plant size and type of 
ownership. Let Xfist denote a specific plant characteristic, such as size or 
ownership type. We extend the model in equation (3) in the following way:

log(Wf ist ) =  θ0 + θ1LIi + θ2 Rs + θ3(LIi × Rs) + θ4Xf ist + θ5(LIi × Xf ist)  
+ θ6(Rs × Xf ist) + θ7(LIi × Rs × Xf ist) + ηt + εf ist

Although θ3 will still give us the average effect of the interaction of 
labor intensity and labor reform on productivity, the coefficient θ7 becomes 
particularly important since it will capture any heterogeneous effects due 
to differences in Xf ist.

In the case of plant size, Xf ist will be a matrix of four size dummies. These 
are constructed using the number of workers with cutoffs at 50, 100, and 
250. The first cutoff corresponds to the presence of a few labor laws that are 
enforced starting at this establishment size. The second cutoff is consistent 
with IDA’s national threshold set in 1982. The last cutoff is in line with 
empirical evidence for India, above which plant TFP was observed to be 
substantially higher (see Dougherty et al. 2009). This check is particularly 
important since larger plants are subject to stricter labor regulation but are 
also more likely to subcontract workers to evade labor laws.

Let the share of contract labor in total expenditures for each plant be 
given by:

 
h Xf ist f ist i s t f ist

* = + + + −δ ν ν ν µ

where νi, νs, and νt denote industry, state and year fixed effects. From this 
latent variable, we construct a categorical variable, hf ist, such that hf ist = 1 if 
the plant hires no contract labor, hf ist = 2 when the plant spends 20% or less 



Sean dougherty et al. 29

of their labor costs on indirect labor, and hf ist = 3 when the plant spends more 
than 20% of total labor expenditures on hiring labor through contractors. 
Let the cutoffs for h*

f ist be given by ξ0 = −∞, ξ1 = 0, ξ2 = 0.2, and ξ3 = ∞.  
The probability of hf ist = H is given by:

 

Pr( | ) Pr( |

(

*h H X h X

X

f ist f ist H f ist H f ist

f ist i S

= = < <

= + + +
−ξ ξ

δ ν ν ν
1

Φ tt H f ist i S t HX− − + + + −−ξ δ ν ν ν ξ1) ( )Φ

where Φ is the normal cumulative distribution with mean zero and variance 
σ2.

Table 3 reports δ estimates from an interval regression model like the 
one above. We find that larger plants are more likely to hire labor indi-
rectly: the share of contracted labor increases by a factor of 0.317 when 
we compare plants with 250 or more workers to plants with less than 50 
workers. Similarly, relative to the smallest plants, medium size plants with 
50 to 99 workers and 100 to 249 workers see their share of contract labor 
expenditures increased by a factor of 0.268 and 0.3, respectively. Clearly, 
the tendency of larger plants to hire more workers through contractors helps 
them partially bypass labor legislation. Consequently, we expect them to 
benefit less from the state-labor reforms.

T A B L E  3 .  Interval Regression Results for the Share of Contract Labor in 
Total Labor Expenditures

Firm size (base: <50 workers) δ S.E.

[50–100[ 0.268*** 0.004
[100–250[ 0.300*** 0.003
250 or more 0.317*** 0.003
observations 229693
log likelihood –165507.27
σ 0.384***
year fE yes
Industry fE yes
State fE yes

Source: annual Survey of Industries 1998–99 to 2007–08.
note: ***p < 0.01, ** p < 0.05, *p < 0.1

Estimates with the size dummies shown in column (I) in Table 4 con-
firm our initial prediction. The coefficient on the interaction between 
pro-employer EPL reform and labor intensity is positive and significant. 
Moreover, the coefficient on the triple interaction between EPL, labor 
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intensity, and plant size (θ7) is not significant for medium size plants but 
it is negative and significant for larger plants in both columns. Plants with 
more than 250 workers in industries with high labor intensity perform much 
worse than their smaller counterparts from pro-employer labor reforms. This 
result is consistent with the fact that larger plants face higher restrictions 
in inflexible labor regulation settings. Since many norms and regulations 
apply only to them, it looks like they have found a way out by reducing 
their dependence on a permanent workforce and relying more on temporary 
labor hired through contractors as suggested by Table 3. It has been well 
documented that casual or contract labor in India provides unskilled labor 
at wages below the minimum wage and without benefits, so the substitution 
of regular labor for casual labor can help larger plants reduce the labor costs 
imposed by more stringent EPL.

T A B L E  4 .  Effect of EPL Reforms on TFP by Labor Intensity and Firm 
Characteristics

(I) (II)

constant 1.505*** 1.432***
(0.311) (0.325)

High labor intensity –0.137 –0.107
(0.101) (0.074)

flexible Epl –0.043 –0.046
(0.037) (0.050)

High labor intensity x flexible Epl 0.278** 0.331***
(0.104) (0.081)

firm Size (Base: <=50 workers)
]50–100] 0.117

(0.071)
]100–250] –0.031

(0.057)
>250 0.039

(0.055)
High labor intensity x ]50–100] 0.039

(0.109)
High labor intensity x ]100–250] 0.201

(0.153)
High labor intensity x >250 0.408***

(0.099)
flexible Epl x ]50–100] –0.055

(0.071)
flexible Epl x ]100–250] 0.092

(0.062)
flexible Epl x >250 0.041

(0.060)

(Table 4 Contd)
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(I) (II)

High labor intensity x flexible Epl x ]50–100] 0.051
(0.114)

High labor intensity x flexible Epl x ]100–250] –0.081
(0.162)

High labor intensity x flexible Epl x >250 –0.215*
(0.117)

public firm –0.006
(0.046)

High labor intensity x public firm 0.291***
(0.090)

flexible Epl x public firm 0.070
(0.050)

High labor intensity x flexible Epl x public firm –0.311***
(0.093)

Time-variant state controls
log(Telephones/100 pop) 0.051** 0.050**

(0.020) (0.020)
log(Installed electricity cap./million pop) –0.033 –0.023

(0.024) (0.026)
log(paved roads/1000 pop) 0.024 0.019

(0.016) (0.016)
Time-invariant state controls

product market regulation –0.059 –0.074
(0.050) (0.054)

observations 224,867 224,768
r-squared 0.089 0.069
firm trend yes yes
State-level controls yes yes
year fE yes yes

Source: annual Survey of Industries 1998–99 to 2007–08.
notes: State-level clustered standard errors in parentheses.
***p < 0.01, **p < 0.05, *p < 0.1

We also estimated the effects of pro-employer EPL reform separately for 
publicly and privately owned plants, where Xf ist is a dummy that is equal 
to one when the plant is publicly owned. In the sample periods analyzed, 
publicly owned plants tend to have lower rates of job destruction and crea-
tion than privately owned plants. Although public plants tend to have a 
lower turnover rate than privately owned plants, their net contribution to 
employment is highly negative in half of the rounds analyzed. A proposed 
explanation for this lies in voluntary retirement schemes (VRS), which 
are used as a mutually agreeable mechanism for downsizing. Since VRS 
has allowed public plants to bypass labor regulation and adjust their labor 

(Table 4 Contd)
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usage it may be possible that the effect of EPL within them is smaller than 
among private plants.

Column (II) in Table 4 presents the results obtained by ownership type. 
Public plants in labor intensive industries tend to have higher multifactor 
productivity as shown by the interaction of the ownership dummy and the 
labor intensity dummy. Moreover, the interaction between pro-worker EPL 
reform and labor intensity is positive and significant, which shows that the 
average beneficial effect of labor reform on labor intensive industries is 
higher. As we expected, the triple interaction for EPL reform, labor intensity, 
and public ownership is negative and significant. This implies that labor 
intensive public plants in flexible markets exhibit lower TFP gains from 
EPL reform, which is in line with the use of VRS among public plants as a 
strategy to circumvent labor regulation. Through this strategy, constrained 
public plants have been able to ameliorate the negative effects of inflexible 
regulation on productivity so that pro-employer labor reforms have smaller 
relative effects among them.

In general, the results show that there are important TFP gains for labor 
intensive plants that operate in states with laxer EPL. Moreover, the differ-
ent strategies used by plants to overcome the constraints imposed by labor 
regulation generate differential effects of state-level labor reform both by 
plant size and type of ownership.

5.1. Volatility

We now test if laxer labor regulation benefits volatile industries relatively 
more as suggested by Poschke (2009) and others. Our measure of volatility 
is similar to Krishna and Levchenko’s (2009): the standard deviation of 
the annual growth rate of plants’ output in a given industry. Notice that we 
need a plant-level growth measure to quantify volatility, so we will obtain 
a proxy for each industry from the restricted census sample, average it over 
all the ASI rounds we use, and apply it to the complete sample of plants. 
We then construct a dummy variable which classifies industries as highly 
volatile when they are at or above the median industry in terms of the aver-
age standard deviation of annual growth rate of output.

Panels (a) and (b) in Figure 6 present preliminary evidence on the exist-
ence of a comparative advantage among more volatile plants in flexible 
markets. State-level labor reforms seem to shift the TFP distribution to 
the right only in more turbulent industries, which is in line with Cuñat and 
Melitz (2007) findings.
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F I G U R E  6 .  Labor Market Regulation, Volatility, and Productivity
(a) Tfp: High volatility

0
.2

.4
.6

.8
1

De
ns

ity

−1.5 −1 −.5 0 .5 1 1. 5 2 2. 5 3
TFP

Inflexible Labor Markets Flexible Labor Markets

(b) Tfp: low volatility
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Source: annual Survey of Industries 1998–99 to 2007–08.
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Table 5 confirms these patterns. The interaction between EPL and vola-
tility is positive and significant, which implies that plants in more volatile 
industries that operate in flexible labor markets have a comparative advan-
tage in terms of multifactor productivity. The larger costs of hiring and firing 
people imposed by strict EPL seem to be particularly restrictive in sectors 
with higher volatility, generating an unequal distribution of the productivity 
gains that come from labor market deregulation.

T A B L E  5 .  Effect of EPL Reforms on TFP by Volatility

Volatility (I)

constant 1.475***
(0.386)

High volatility 0.044
(0.052)

flexible Epl –0.057
(0.043)

High volatility x flexible Epl 0.147**
(0.063)

Time-variant state controls
log(Telephones/100 pop) 0.053**

(0.024)
log(Installed electricity cap./million pop) –0.016

(0.028)
log(paved roads/1000 pop) 0.017

(0.018)
Time-invariant state controls

product market regulation –0.137*
 (0.066)
observations 224,867
r-squared 0.048
firm trend yes
State-level controls yes
year fE yes

Source: annual Survey of Industries 1998–99 to 2007–08.
notes: State-level clustered standard errors in parentheses.
***p < 0.01, **p < 0.05, *p < 0.1

5.2. Robustness Checks

In the previous section, we showed that plants in more labor intensive and/
or more volatile industries are the big winners of pro-worker labor reforms 
in India. The interactions between higher levels of EPL reform and labor 
intensity as well as between pro-worker EPL reform and volatility were 
positive and significant even after the introduction of state-level controls. 
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Moreover, the Appendix shows that our results are not sensitive to a differ-
ent specification of the labor intensity measure. Including labor intensity in 
the model either as the value of â or the relative ranking of each industry 
implied by â does not affect the results presented (see Table A.2).

This section provides additional robustness tests of the impact of labor 
regulation on organized manufacturing plants. First, we try out two alter-
native measures of EPL available in the literature. We use the composite 
measure proposed by Gupta et al. (2008), which we refer to as EPL-G, as 
well as the BB index updated by ourselves through 2009 using Malik (2011). 
Both measures classify states into inflexible, neutral and flexible in terms 
of their EPL strictness.

We also check if our results hold when we use industry layoff propensity 
instead of labor intensity. According to Bassanini et al. (2009), the firm’s 
natural propensity to adjust through layoffs will influence the size of the 
costs imposed by EPL so we would expect that plants that operate in indus-
tries that are more likely to adjust through layoffs will benefit the most from 
more flexible labor laws, especially those pertaining to retrenchment and 
firing of workers.

Column (I) in Table 6 shows the estimates using Gupta et al.’s (2008) 
EPL indicator.23 If we focus on the interaction effect identified for states 
classified as flexible by EPL-G, the estimates are very much in line with 
those obtained with our measure of EPL reform.

When the BB index is used, the positive effects of labor regulation 
previously identified among plants in labor intensive industries go away. 
Column (II) in Table 6 shows that when the cumulative BB index is used, 
the interaction effect between EPL reform and labor intensity in states with 
flexible regulation is negative and significant. These results are not too sur-
prising if we consider that the BB index only captures formal amendments 
to the IDA, which have been scarce in recent years. In fact, there were only 
four pro-employer reforms registered in Gujarat (in 2004) and two pro-
employer reforms in Madhya Pradesh (in 2003) after 1999. Moreover, the 
correlation between BB and Dougherty’s (2009) proportional index is –0.25, 
which could be indicating that the lack of reforms to the IDA post-1990 
were compensated by formal or informal state-level changes in industrial 
practices on the ground.

23. Compared to our final sample of states, Gupta et al. (2008) omits two states/union 
territories, Delhi and Himachal Pradesh, which represent 6.2% of the plant-year observations 
in our complete sample.
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T A B L E  6 .  Robustness Checks: Effect of Alternative EPL Measures on 
Productivity and by Labor Intensity and Layoff Propensity

(I) (II) (III)

constant 1.017** 1.247*** 1.261***
(0.463) (0.383) (0.310)

High labor intensity 0.096*** 0.246***
(0.014) (0.060)

High layoff propensity –0.036
(0.100)

neutral Epl-G 0.015
(0.031)

flexible Epl-G –0.020
(0.027)

High lI x neutral Epl-G 0.039
(0.053)

High lI x flexible Epl-G 0.163***
(0.045)

neutral Epl-BB 0.020
(0.030)

flexible Epl-BB 0.025
(0.034)

High labor intensity x neutral Epl-BB –0.064
(0.066)

High labor intensity x flexible Epl-BB –0.151**
(0.061)

flexible Epl –0.029
(0.043)

High layoff propensity x flexible Epl 0.364***
(0.109)

Time-variant state controls
log(Telephones/100 pop) 0.037 0.047** 0.052**

(0.024) (0.020) (0.019)
log(Installed electricity cap./million pop) 0.018 –0.004 –0.012

(0.036) (0.035) (0.022)
log(paved roads/1000 pop) –0.004 0.006 0.012

(0.022) (0.021) (0.015)
Time-invariant state controls

product market regulation –0.120* –0.126** –0.063
(0.060) (0.055) (0.044)

observations 215,434 224,867 224,867
r-squared 0.058 0.061 0.101
firm trend yes yes yes
State-level controls yes yes yes
year fE yes yes yes

Source: annual Survey of Industries 1998–99 to 2007–08.
notes: State-level clustered standard errors in parentheses.
***p < 0.01, **p < 0.05, *p < 0.1
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We conclude by testing if plants in industries with a higher layoff pro-
pensity benefit the most from labor reforms as suggested by Bassanini  
et al. (2009).24 The evidence provided in column (III) in Table 6 shows that, 
indeed, plants in industries with higher layoff propensity experience the 
largest TFP improvements from state-level labor reforms. The magnitude 
of the interaction effect of EPL reforms and layoff propensities implies that, 
on average, plants in industries with a high layoff propensity are 40% more 
productive in flexible states than in inflexible states.

6. Conclusions

Labor reform in India has taken a backseat in discussions of structural reforms 
in recent years, although Supreme Court decisions related to contract labor 
have forced the issue of contract labor into the recent debate (AIOE 2012). 
Not long ago, the government expressed a newfound desire to “seiz[e] the 
demographic dividend”, which increased the potential to put labor policies 
as an important issue back on the reform agenda (see MF 2013).

The collective experience of OECD countries summarized in Martin 
and Scarpetta (2012) suggests that flexible regulation of the labor market 
is essential in order to ensure that employers respond to growth of output 
by taking on labor rather than capital. Similarly, Dougherty (2009) found 
labor market reforms boosted manufacturing job creation rates in India. 
That analysis and compilation of state-level labor reforms suggested that 
it was not just the Industrial Disputes Act that was harming labor market 
outcomes, but rather the wider range of labor legislation. This result is 
consistent with the views of labor law experts that cite the complexity and 
uncertainty caused by the manifold overlapping laws and antiquated (often 
colonial-era) provisions, that are in dire need of simplification (Anant et al. 
2006; Panagariya 2008; World Bank 2010).

Despite solid gains in overall employment in recent years, a dichotomy 
has emerged, with net increases in employment occurring almost exclusively 
in the least productive, unorganized and typically informal parts of the 
economy. This is partly due to uneven protection of employment between 
the formal and informal sectors, with the latter virtually unregulated, and 
job turnover rates among smaller—more often informal—firms being far 

24. Due to lack of adequate US data, tobacco industries were dropped from our original 
sample. This generates a loss of 1.35% of the plant-year observations.
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higher than in larger firms (Kotwal et al. 2011). Many of the productivity 
gains that have occurred have taken place within large continuing firms 
(Bollard et al. 2013; Sivadasan 2009) rather than through new entry, exit, 
and reallocation, as has been the case in most developing economies. Due 
to rigidities in the exit and expansion of firms, a very long tail of smaller, 
less productive firms has skewed firm size distribution in India (Alfaro 
and Chari 2012; Dougherty et al. 2009; Hasan and Jandoc 2013; Hsieh and 
Klenow 2012).

This paper studies the extent to which the effects of EPL on productivity 
among registered manufacturing plants change by labor intensity and sales 
volatility. To do this, we rely on a difference-in-differences strategy that 
includes state-level EPL reforms and industry-level labor intensity interac-
tions. Our paper thus offers a likely lower bound of the perverse effects of 
labor market rigidities on productivity, as it measures the differential effects 
of labor reform across firms with different levels of labor intensity. We find 
that the modest easing of regulations in Indian states that has taken place 
in recent years was enough for firms in the more flexible states to benefit 
substantially through gains in total factor productivity. Our point estimates 
indicate that, on average, plants in labor intensive industries and in flexible 
labor markets have TFP residuals 25.4% higher than those registered for 
their counterparts in states with more stringent labor laws. A similar, but 
smaller effect on TFP of plants in more volatile industries and in states that 
experienced more pro-employer reforms is found.

We also find that the different strategies used by plants to overcome the 
constraints imposed by labor regulations generate heterogeneous effects of 
state-level labor reform both by plant size and type of ownership. Given 
the extensive use of contract labor among large plants and voluntary retire-
ment schemes among public plants, smaller plants and private plants tend 
to accrue the largest productivity gains from state-level labor reforms.

Our study is important for three reasons. This is the first study that makes 
use of plant- level information from the ASI to evaluate the direct effect of 
EPL in India. Second, we take advantage of the recently available ASI panel 
data to obtain plant-level TFP measures that control for simultaneity and 
selection bias using the Olley–Pakes approach, whereas previous papers on 
the topic have only measured the effects of EPL on aggregate measures of 
TFP at the industry-level. Finally, our measure of labor regulation is much 
more comprehensive and appropriate for the post-1991 period analyzed than 
the BB index, popular in the EPL literature in India. Moreover, the “OECD” 
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labor reform index used takes into account both formal and informal amend-
ments to the labor laws at the state level that are relevant to current policy.25

Although our labor reform indicator shows that state-level actions, both 
formal and informal, have already led the way in labor reform, these reforms 
could be taken much further. Given that the average number of state-level 
reforms in the EPL index is only 21 out of 50, and the most reform-minded 
state only has a score of 28, there are many areas in which procedural or 
rule changes could be made at the state level to ease the burden of these 
regulations.

Given the difficulty in carrying out reforms at the central level, states may 
be in a better position to accelerate their own labor reform processes, such 
as through offering special treatment for Special Economic Zones, which 
can provide a laboratory for demonstrating the benefits of pro-flexibility 
reform. While some flexibility exists at present for states to make labor 
reforms, they can be aided through a constitutional amendment that would 
shift the jurisdiction of labor regulation from a concurrent central-state to 
just a state issue. In the absence of such a provision, it is necessary that the 
central government resolves ambiguities and provides greater clarity on the 
extent of the independence of the states to implement reform, particularly 
in areas such as contract labor and fixed-term contracts (see OECD 2007).

25. Although the coverage of our EPL reform indicator is a plus, we acknowledge the 
important data limitations posed by the OECD index. Our analysis could greatly benefit from 
a time series version of the labor reform indicator that could allow the evaluation of short 
versus long-term effects, as well as to include fixed effects at the state level. However, this 
time series is very hard to obtain, especially since the index goes beyond formal amendments 
to cover informal changes to labor rules and practices. Many of the latter are not systematically 
notified in a consolidated publication or circular, and so they are very difficult to track over 
time especially at the state level.
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A. Appendix: Additional Tables

T A B L E  A . 1 .  Descriptive Statistics: All Years
(a) all plants

Variable Obs Mean S.D. Min Max

output 240131 191.65 1143.22 0.00 97904.74
Value added 240131 24.04 106.64 –126.19 9533.84
fixed capital 240131 77.95 507.85 0.00 42049.52
number of workers 240131 175.75 420.80 0.00 21637.00
Investment 240131 10.29 95.20 0.00 13650.28
fuel expenditures 240131 3.12 17.90 0.00 1330.33
Intermediate inputs 240131 136.21 878.35 0.00 66449.92
Share of contract labor 239934 0.09 0.20 0.00 1.00
age of the plant 239298 20.92 19.61 0.00 208.00
plant size dummies (based on # workers)

< 50 240131 0.52 0.00 1.00
[50 − 100[ 240131 0.13 0.00 1.00
[100 − 250[ 240131 0.16 0.00 1.00
≥ 250 240131 0.18 0.00 1.00

public ownership (dummy) 239995 0.23 0.00 1.00
Tfp (olley–pakes residuals) 239171 1.04 0.54 –6.96 5.26
Volatility (S.d. of annual growth rate 
of output)

240131 0.67 0.19 0.31 1.01

(b) restricted census sample

Variable Obs Mean S.D. Min Max

output 49939 737.98 2416.86 0.01 97904.74
Value added 49939 96.22 216.01 –126.19 9533.84
fixed capital 49939 318.84 1066.52 0.00 42049.52
number of workers 49939 646.60 745.07 200.00 21637.00
Investment 49939 40.40 196.65 0.00 13650.28
fuel expenditures 49939 12.61 37.31 0.00 1330.33
Intermediate inputs 49939 512.64 1867.88 0.14 66449.92
Share of contract labor 49917 0.10 0.18 0.00 1.00
age of the plant 49924 28.89 25.35 0.00 208.00
plant size dummies (based on # workers)

< 50 49939 0.00 0.00
[50 − 100[ 49939 0.00 0.00
[100 − 250[ 49939 0.00 1.00
≥ 250 49939 0.00 1.00

public ownership (dummy) 49908 0.00 1.00
Tfp (olley–pakes residuals) 49923 1.12 0.55 –6.96 4.06
Volatility (S.d. of annual growth rate 
of output)

49939 0.69 0.19 0.31 1.01

Source: annual Survey of Industries (aSI) 1998–99 to 2007–08.
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T A B L E  A . 2 .  Robustness Checks: Effect of EPL Reforms on TFP by Labor 
Intensity as Measured by â and a Relative Ranking Based on â

(I) (II)

constant 1.578*** 1.384***
(0.410) (0.342)

High labor intensity (â) –3.137***
(0.664)

High labor intensity (ranking) –0.010
(0.010)

flexible Epl –0.154** –0.197**
(0.058) (0.081)

High labor intensity (â) x flexible Epl 3.257***
(0.768)

High labor intensity (ranking) x flexible Epl 0.030***
(0.011)

Time-variant state controls
log(Telephones/100 pop) 0.068*** 0.051**

(0.018) (0.018)
log(Installed electricity cap./million pop) –0.012 –0.016

(0.031) (0.026)
log(paved roads/1000 pop) 0.018 0.016

(0.018) (0.016)
Time-invariant state controls

product market regulation –0.081 –0.056
(0.069) (0.056)

observations 224,867 224,867
r-squared 0.047 0.062
firm trend yes yes
State-level controls yes yes
year fE yes yes

Source: annual Survey of Industries 1998–99 to 2007–08.
notes: State-level clustered standard errors in parentheses.
***p < 0.01, **p < 0.05, *p < 0.1
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Comments and Discussion

Professor T. N. Srinivasan 
Yale University

It is a pleasure to be back at the IPF and it was a pleasure to read the 
Dougherty et. al. paper on an very important issue, namely the consequences 
of the labor laws and the productivity gains that may accrue, were they to be 
relaxed or repealed. Let me start with some introduction. The draconian laws 
enacted by the Union Parliament during the Indira Gandhi regime in 1970s 
consisting of an alphabet soup—MRTP, FERA, COFEPOSA, amendments 
to Industrial Disputes Act (IDA) and other policies including nationaliza-
tion of commercial banks, left a major impact on the functioning of the 
economy, mainly in the direction of poor efficiency and poor distributional 
consequences. A comprehensive set of controls enforced through a non-rule 
based discretionary system that came to be known as the Licence Permit Raj 
(LPR) was another feature of that legacy. The administrative and political 
corruption this Licence Permit Raj engendered became a cancer in the body 
politic. The cancer is still not in remission as one can see from reading the 
newspaper every day.

Reforms since mid-1980s, particularly those of 1991 and beyond, have 
relaxed or repealed many of the elements of the LPR. However, labor laws 
from amendments to the notorious IDA relating to hiring and firing of 
workers by enterprises employing more than a specified number of work-
ers have not been repealed. The attempt of the later BJP Finance Minister  
Mr Yashwant Sinha when he was in the coalition government of 
Chandrasekhar to raise this specified number of workers for which the 
employment protection legislations apply from 100 to 1000 failed. I am 
not sure whether he made the attempt while he was in the Chandrasekhar 
government or he made the attempt while he was in the BJP government. 
But in either case it failed and did not go very much further. That is the 
background from which we should look at the work of Dougherty et al.

Now, labor is in the Concurrent List of the Seventh Schedule of the 
Constitution so that both States and the Center can legislate on labor. 
Interestingly enough, when the export processing zones were expanded in 
the recent decades, the States were given the opportunity to follow China 
and exclude the firms in the zones from the applicability of labor laws in 
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the rest of China. But if I remember right except for Gujarat or one other 
state, none of the states have exploited that opportunity to relax their labor  
constraints even in labor export processing zones. Anyway, inter-state vari-
ation in labor laws has been exploited by several authors to identify the pro-
ductivity effects of labor laws using the Diffs in Diffs technique. Dougherty 
et al. go further than others in many respects, in particular using a more 
comprehensive index for the aggregate effect of several laws in each state. 
Mr Bhattacharjea in his 2009 paper discusses the problems in constructing 
and using indexes for labor laws, and I am not going to say anything more 
on the index and I will leave it to him to go into them.

Now, my comments on the paper will be on three dimensions. One is on 
the economic theory, second is on the data used and the third is on the econo-
metrics. The paper uses a simple microeconomic theory and econometrics 
to assess the impact of the theory on labor laws on total factor productivity 
and, in the original conference paper, on value added per worker. As Sean 
in his presentation did not mention anything about the results relating to 
value added per worker, I think it was sensible. I do not understand why 
one would want to use value added per worker at all: it is average labor 
productivity only, and does not take into account the other factors that are 
being used in generating labor productivity. I would ignore completely this 
value added per worker from the empirical analysis as, indeed, the authors 
have now done in this revised version.

The data used in the analysis consist of panel of plants from the census 
component of ASI as well as a cross section of plants from the sample 
component of ASI. Two important elements need to be recognized. The 
first element is that ASI’s sample frame is dubious. There is no meaningful 
sample frame from which the ASI sample sector or even the census sector 
has been drawn. The attempt to use the enterprise census to put together a 
meaningful sample frame has not yet borne fruit. So, the data that are being 
utilized should not be viewed as being drawn from a properly drawn random 
sample from a universe of plants that could have been in the sample. This 
is a major constraint.

The second is even more important than the first for this paper. ASI data 
are at the plant, and not at the firm level. There are no firm level data. If 
you want firm level data you have to go to CMIE and that data base also 
has no proper sample frame. So, if you are thinking in terms of firm level 
analysis and that is what is relevant, there is no firm level data in India that 
you could use.

The theory that Sean talked about is about the behavior of firms, not 
about the behavior of plants. A firm could own several plants, produce dif-
ferent products across plants and has several options to respond to shocks.  
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The theory of firm behavior cannot be used to analyze what happens at the 
plant level without substantial modification and I do not think the paper 
makes any such modification.

Now, a multiplant firm has the option to respond to shocks to produc-
tion or to EPLs or to output or to prices of outputs or inputs for example 
by closing altogether or scaling down one or more of its plants, possibly 
in different states and opening new plants or scaling up of existing plants 
in other states. That adjustment option is completely left out as far as I can 
see by focusing on plant level data. By the same token, a new firm entering 
an industrial sector could establish several plants, each possibly producing 
more than one product and different products across plants operating in dif-
ferent states. Also, a single or multiplant firm when faced with bankruptcy 
could seek the help of Bureau of Industrial and Financial Restructuring, the 
famous BIFR. There is no mention in the paper and it has been suggested 
that deliberately the entrepreneurs have used this mechanism for bleeding 
the plants, bleeding the firms, driving them to bankruptcy, and throwing the 
responsibility of restructuring them on the public sector in the BIFR. None 
of that features in the analysis.

A model of entry or exit of plants is mentioned in the paper but is not laid 
out explicitly. While exit option applies only to existing firms, and some 
firms which have not exited survive, the entry option is open to the universe 
of firms in India and abroad who have not yet entered. The data would be 
available only for firms that entered at the time of their entry but we don’t 
have data on those who have not entered and chose not to enter. I have no 
idea how to deal with this issue since one doesn’t have any information of 
the potential firms that could have entered but did not and how it is handled 
in the paper. I am not convinced that the Olley–Pakes (OP) method will 
take care of this problem. A plant level Cobb–Douglas Production Function 
with factor and non-factor inputs is estimated using the OP Method with the 
panel of plants in the census component. The same production function is 
assumed to apply to sample component plants as well. This is a very strong 
assumption. The TFP estimates calculated as a difference between actual 
output and the predicted output from inputs used based on the estimated 
production function for the entire set of plants in the dataset form the basic 
data for the econometric analysis. All the TFP data are from this procedure. 
I suspect the TFP estimates for non-census plants may not only be subject 
to significant measurement error but possibly be biased as well because of 
the possibility that the estimated production function may not apply to them.

I view the environmental protection laws as restricting the labor input 
choices in response to shocks. As such, to what extent choices of other inputs 



48 Ind Ia  pol Icy  forum,  2013–14

can mitigate or exacerbate the impact of EPL will depend on how substitut-
able they are to labor. I would have estimated a CES production function 
instead of a Cobb–Douglas production function which is also in the CES 
class. I would have compared the impact of environmental protection laws 
as a function of the elasticity of substitution and with the presumption that 
the impact will be a decreasing function of the elasticity. They are more 
elastic if you can substitute other factors for labor. The restriction on the 
adjustment through labor will have less of an impact but that is not what is 
done in the paper. The authors find that plants with higher labor intensity 
and more volatile output benefit from moving to states with more flexible 
EPLs. Labor intensity is measured mostly by the estimated elasticity of 
output, the Cobb–Douglas coefficient with respect to labor. Now, with 
labor intensity usually measured as the labor capital ratio at a given wage-
rental ratio, this measure is inversely proportional to the wage-rental ratio. 
The elasticity of output is a constant in the Cobb–Douglas function. The 
wage-rental ratio and the labor capital ratio are proportional to each other 
and the proportionalities are increasing functions of the elasticity of output.  
So, instead of using labor elasticity of output as a measure of labor intensity 
had they used labor capital ratio it would have been better but that raises 
the endogeneity problem because the input choice is endogenous. But the 
elasticity in the production function is an exogenous measure.

Now, the econometric model of equation (3), strictly speaking, is not 
based on any specific economic theory. The economic theory is all about 
production function set up, and the Cobb–Douglas Production Function 
based theory is a specific one but equation (3) is a general specification and 
it has no specific economic theory behind it. The only sense in which theory 
comes in is in the measurement of TFP using Cobb–Douglas Production 
Function. So, this is a bit of a disappointment for me because most of the 
estimates being used come from the estimated parameters in equation (3), 
but there is no economic theory behind it other than the presumption that the 
coefficient should go this way or that way, it is not derived from any theory.

Now, the econometric tests are impressive. In the section on basic pat-
terns, the cumulative density functions are, as I had recommended in my 
original remarks, now formally compared using the Kolmogorov–Smirnov 
Test for comparing distribution functions. The other thing is the errors in 
measurement all over the place in many variables. Now, if there was only 
one variable in the right hand side, which has errors of measurement we 
know the estimate of its coefficient would be biased downward but when 
more than one variable on the right hand side is measured with an error even 
that presumption is not true. It depends upon correlation of measurement 
errors across variables.
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The third econometric point I would like to make is that the Olley–Pakes 
method yields consistent estimates of coefficients. But the consistency prop-
erty of an estimate is a large sample property. As far as I can see the only 
relevant sample size n is not the number of plants observed but the number 
of the time periods observed. The OP method uses the investment at each 
time point but there are only 10 annual observations. I do not know how 
much you buy by using consistency property of OP estimates for a sample 
of 10 observations. 

By and large I find that the authors have addressed all my concerns. I 
could quibble about whether they have satisfactorily done so in all instances; 
for example, the concern about the consistency property of the Olley–Pakes 
method that they draw upon. But quibbles apart, I am satisfied. Thank you.

Aditya Bhattacharjea 
Delhi School of Economics

First, let me say there is much to admire in this paper, in particular its 
attempts to estimate productivity at the plant level, and its creative use of 
the difference-in-difference technique. Most of my reservations concern the 
authors’ attempts to measure the restrictiveness of labor laws. But before I 
go down that road, let me take up a few technical points. Prof. Srinivasan 
and I did not consult each other on our comments, but it so happens that 
many of these issues have already been raised by him. Let me just men-
tion a couple of additional areas of concern in the construction of variables 
other than labor regulation. The paper appears to interpolate inter-census 
population figures with a linear interpolation. Population of course grows 
exponentially, so that is not the right way of doing it. A more serious issue 
is that the authors take the book value of capital stock from the ASI and 
say that, well there is nothing much that we can do about it. But, there is 
quite a lot you can do about it: the standard approach is to use the perpetual 
inventory method with a revaluation factor to construct a capital stock series 
at replacement value.

So, let me come to what Prof. Srinivasan left entirely to me: the meas-
urement of labor market flexibility. The authors start out by referring to 
the famous paper by Besley and Burgess. There have been many in that 
tradition inspired by Besley and Burgess. They all claim to be measuring 
the strength of EPL or the inflexibility of labor markets, using variation in 
state-level amendments of the IDA. A recent paper by Adhvaryu et al., cited 
in this paper, actually uses the term “firing costs” in the title. But when we 
talk of employment protection legislation or labor market inflexibility or 
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firing costs, strictly speaking, it is only Chapter V of the Industrial Disputes 
Act that is relevant. In fact Sean’s own OECD Survey (2007), applying a 
standard methodology which they use for many countries, showed that 
India is an outlier in terms of the stringency of EPL only on account of 
Chapter V(B); otherwise it is at about the average for all OECD countries. 
So, if we are going to talk about EPL we should focus only on Chapter V 
of the IDA. But the actual indices that all these authors use—whether it is 
the Besley–Burgess Index, or its subsequent modifications, or the OECD 
Index used by Sean and his co-authors—actually measure something much 
bigger, as I shall now show.

The Besley–Burgess index tries to quantify state-level amendments to 
the entire IDA, but as already pointed out by Ahsan and Pages in their 2009 
paper, only some of those amendments actually involved EPL. Ahsan and 
Pages distinguished a distinct category of amendments which dealt with the 
ability of either workers or employers to initiate or sustain industrial dis-
putes. These industrial disputes can arise out of conflicts which have little or 
nothing to do with employment flexibility as it is normally understood, while 
some of the amendments do concern the layoffs, retrenchments, and closures 
which are at the core of the EPL discussion. Ahsan and Pages constructed 
separate indices for these two distinct types of state-level amendments using 
Besley and Burgess’ own coding which itself has problems, but they were 
faithful to it. Ahsan and Pages showed that there is very little correlation 
between these two indices, which means that the two types of amendments 
are really capturing two different aspects of labor regulation in the Industrial 
Disputes Act. I recently went through the Besley and Burgess tabulation 
again, and found that only 31 out of the 113 state-level amendments coded 
by them affected Chapter V. That is, I included not just amendments to 
V(B), but also V(A), which imposes somewhat less stringent restrictions on 
smaller firms employing between 50 and 100 workers. They do not require 
permission to layoff or close down, but they do have to give notice and 
compensation which is standard even in developed countries, except maybe 
the United States. I take it even further and include the relevant definition 
clauses of Section 2 of the IDA. So, even taking a more generous view of 
EPL than just Chapter V(B), less than a third of the state-level amendments 
coded by Besley and Burgess are relevant.

In my 2006 paper I pointed out illustratively a few gross errors made by 
Besley and Burgess in encoding particular amendments. Other people have 
constructed a “corrected” index out of these, and Dougherty et al. use one of 
these “corrected” indices for their robustness test. But my observations were 
just illustrative, and in my later paper in 2009 I pointed out several more 
coding errors. When I looked at the BB paper again for the purpose of this 
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workshop I found even more, in fact, every time I look at that Act and com-
pare it with the Besley and Burgess coding I find that they were completely 
wrong. It is not just a question of different interpretation of amendments. 
They (or probably their research assistants) made gross errors in transcrib-
ing these amendments from Malik’s compendium and they constructed an 
index. So, that index deserves to be buried, and I think Sean has helped to 
bury it saying it just does not work for the more recent period.

But then people will say measurement errors in an explanatory variable 
cause attenuation bias; doesn’t that make the BB results stronger? In fact 
I acknowledged that possibility in my 2006 paper, but as Prof. Srinivasan 
has pointed out, you can’t really say that attenuation bias saves them. In 
fact I would go further. Attenuation bias occurs when there are random 
errors in the measurement of an explanatory variable, but in fact almost all 
the errors in the Besley–Burgess coding are in the same direction. Instead 
of being coded one they should have been coded zero. That would result 
in much less variation in the Index, and thus presumably higher standard 
errors. Of course one could check that by running regressions, but I would 
not do that, because I am on record in my 2009 paper saying that various 
state High Courts throughout the 1980s and 1990s struck down various sec-
tions of chapter V(B) as unconstitutional; these judgments were much later 
reversed with retrospective effect on appeal to the Supreme Court, or by 
curative amendments of the IDA. So throughout this period of uncertainty 
it is impossible to say whether a particular section was operative or not in 
a particular state.

Now, what about the index used by Sean and his co-authors? It is a defi-
nite advancement over Besley and Burgess in that it covers a wider range 
of laws than just the IDA. It also covers some rules that do not require 
legislative approval. It also tries to measure actual implementation, which 
is crucial because as we all know in India there is a huge gap between what 
is in the laws and what actually happens on the ground. And also it is an 
advance—as Sean pointed out—in that it covers the first few years of the 
current century whereas Besley and Burgess stopped their coding in 1992. 
But as a result of this widening of coverage, this OECD index is even less 
focused on the kind of restrictions which one would call EPL. I have gone 
through the summary of the questionnaire given in Dougherty (2009), and 
only six out of the 50 topics on which questions were asked concerned the 
IDA, and of these only three concerned EPL as normally defined.

If we take a more generous view of EPL, the Contract Workers Act is 
also relevant. That is the act which allows the use of contract labor in certain 
types of activities in certain industries, and that is left to the discretion of the 
state governments. Nine topics in Sean’s index pertain to the Contract Labor 
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Act. But most of those questions do not relate to organized manufacturing 
which is the subject of the econometric analysis in his paper, but rather the 
services sector, the BPO units, and perhaps a few manufacturing units in 
the export processing zones. The index was compiled before the setting up 
of most of the new SEZs, where perhaps more generous exemptions will 
be given.

The other topics on which the OECD survey questions were asked con-
cerned many other Acts and rules, as well as purely bureaucratic adminis-
trative requirements like maintenance of registers, inspections and so on: 
of course all very important to anyone running a business, but are these 
really EPL-type restrictions? In fact at one point in the paper Sean and his 
co-authors say, “The index was designed to capture a state’s general stance 
toward labor regulations, more than the character of specific reforms.” That 
is an accurate characterization of what their index actually does, but unfor-
tunately that stray comment is going to be occluded by the many references 
to flexibility, inflexibility, employment protection, and job security, which 
are scattered throughout the paper.26

The measurement errors I exposed in the Besley–Burgess index are not 
directly relevant for the more broad-based index used in this paper, but it 
does suffer from a problem of indeterminacy for a different reason. As Sean 
has pointed out, very often their coding was not done on the basis of docu-
mented rules, but rather the respondent officials’ subjective assessment of 
the direction of change in labor regulation. It is very possible that without 
formal legal backing, within a state different firms were subject to different 
rules, depending on their nexus with the particular official they were dealing 
with. So even for this index there is a strong element of uncertainty about 
the actual situation prevailing in a state.

So, what do these indices really measure, if not EPL? They measure what 
we would more generally call regulatory compliance costs and transactions 
costs in the labor markets, of which EPL forms a part—and an important 
part—but there is a lot else besides. So, all this hammering away at rigidity, 
inflexibility, job security, firing costs, etc., really amounts to what in litera-
ture is called synecdoche: substituting the part for the whole. Economists 
sometimes use figures of speech effectively, but is this kind of substitution 
legitimate?

26. I have already critiqued the authors’ results on the interaction of EPL, labor intensity and 
public ownership, as reported in an earlier OECD study by Dougherty, in my 2009 Economic 
and Political Weekly article.
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General Discussion

Pranab Bardhan raised two questions and made one observation. First, what 
do we mean by extending the analysis to labor laws other than Chapter V(B) 
of the Industrial Disputes Act (IDA), 1947. For example, since the reform of 
the latter is taken to mean the removal of Chapter V(B), are we saying that 
we should get rid of worker safety regulations in the Factories Act? Second, 
regarding the authors’ claim that they are the first to use plant-level data to 
this type of analysis, there is a recent paper, in the World Bank Economic 
Review by Harisson, Martin and Nataraj who used the same ASI plant-level 
data. Barshan went on to observe that when he looked at the scatter of ASI 
data on plant size, he did not find a break in the series at 100 workers. This 
suggests that Chapter V(B) of IDA has not had a binding effect.

Sean Dougherty responded that he and his co-authors had found bunching 
of firms in the ASI data at a couple of threshold sizes when he examined the 
data for a couple of years. They saw it happen at around 10–20 workers and 
then again around 50 and again around just under 100 but the observation 
may be sensitive to the year of analysis and the ASI dataset. Dougherty fur-
ther noted that he had seen the working paper version of the Harisson et al. 
paper but did not see the labor market results to which Bardhan had referred. 
In terms of going to labor laws beyond Chapter V(B), Dougherty said he did 
not think Bardhan’s comment was a fair one. The paper was trying to stay 
clear of anything related to protection of workers’ safety, so that at least 
it is not intended to be included in any of the measures. Instead, the paper 
was focusing purely on the sort of administrative, what potentially could be 
unnecessary administrative burdens. The focus was on regulations that don’t 
allow for sufficient flexibility from a kind of normative perspective and the 
paper had tried to stay completely clear of anything that would be related to 
say workers’ safety or basic protections and when it came to union rules, the 
focus was on those union rules that would obstruct making clear decisions. 
So, the scope of EPL and the reason the paper used it liberally was broader.

In response to the discussants’ comments, Dougherty said that the ASI 
sample frame was indeed not ideal, so additional caution may be warranted. 
In terms of the firm versus plant level dimension, the paper did skirt over 
it a little bit. The paper is at the level of the plant although at least accord-
ing to the Chief Statistician of Ministry of Statistics at the state level, 
plants are aggregated within state when there are multiplant firms. But 
Dougherty agreed that most of T. N. Srinivasan’s criticisms on this aspect 
were warranted.
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In terms of applying the production coefficients of the larger firms to 
small firms, Dougherty stated that this maybe a source of bias but he and his 
co-authors did judge that it would be better to use the Olley–Pakes method 
and apply to small firms rather than just using OLS method that is biased. 
He said that there was a suggestion that the authors could use different 
production function approach and he would think about that.

Returning to the size issue, Arvind Panagriya said that Rana Hassan 
shows that in apparel industry in 2004–05, about 93% of the work force in 
India is employed in firms that are less than 49 workers with 85% in firms 
with 7 workers or less; 5% are in large firms with 200 or more workers per 
firm, and in the middle you got another 2%. That is India. China is exactly 
the opposite. A little over 50% of workers are in the firms that are large, 
another 33% are in medium-size firms and the rest in small. So, in China, 
there are hardly any small firms and in India hardly any large firms. The 
question arises is, why? One can speculate. Panagariya went on to add that a 
reasonable hypothesis is the following. The stringency of Indian labor laws 
progressively rises. You go from 7 to 8, the Trade Unions Act kicks in, go 
from 9 to 10 when using power, the Factories Act kicks in, 19 to 20, other 
things kick in, if you go from 49 to 50, some additional provisions of the 
IDA kick in, and then you go from 99 to 100 and Chapter V(B) of IDA kicks 
in. In the labor-intensive sector such as apparel, where the labor costs are 
something like 85–90% of the per unit cost of production, only a few firms 
seem to bite the bullet and say that we will take advantage of the economies 
of scale. We will become export oriented, hit the large markets, but only 
those who bite the bullet are the ones which choose to operate maybe at 
something like 400–500 workers or even larger. There are very few such 
forms. Most choose to remain tiny: seven workers or less. Bunching at 100 
may not be observed because you either choose to stay small or become 
very large to overcome the fixed costs of satisfying restrictive labor laws.

Panagariya further noted that large firms do exist in manufacturing in 
India but they are in the capital-intensive sectors such as automobiles. That 
is where labor costs are just 7 or 8% of the total costs. With high margins 
per-worker, these firms are able to given golden handshakes to lay off the 
workers. Apparel firms, in contrast, have very low margins per worker and 
are unable to afford such handshakes.

Panagariya then specifically asked Bardhan if it was his view that India 
must first sort out exactly what proportion of the productivity impact is 
coming from what, only then it should worry about labor law reforms, or he 
is saying that, well, you simply want to know the quantitative importance 
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of different factors at work but recommend moving ahead with the labor 
law reforms?

Bardhan answered that the Chinese firms were large partially because 
historically they were owned by the state and state-owned firms tended to 
be large. He also argued that while the Chinese labor laws were flexible, of 
late, they were becoming more stringent though not as stringent as in India. 
He added that China also has a much better infrastructure. He asked what 
prevented the eight employees to become 80 employees, because the labor 
law does not kick in.

To the question of labor reforms, Bardhan said that yes, he wanted the 
reforms. But he did not think that labor reforms alone would suffice and 
that labor reform had to be a package deal: while making labor law more 
flexible, sufficient unemployment compensation must be introduced.

Another speaker from the floor said that the strongest evidence of the ben-
efits of labor market flexibility in terms of generating employment existed 
in our own backyard. Just compare employment growth in manufacturing 
versus employment growth in services which are not bound by the IDA 
and therefore the binding constraint of the inflexibility or the barriers to 
firing and you have evidence that labor market flexibility does work. But 
the analytical foundation I think requires little bit of tightening because the 
direct link in labor market reform and productivity growth is subject to many 
complexities along the way; for example, the states that have flexible labor 
markets also have better provision of other factors such as infrastructure, 
coastline giving better access to the world markets and so on. So, there may 
be a sort of a correlation coming out of that overall reform strategy which is 
contributing to productivity growth, not necessarily what has just happened 
in the labor front.

The speaker added that the proximate outcomes of labor market reform 
which are the most important policy objectives are those that will bring 
more workers into the formal or the organized sector which then gives them 
all of the protections and the rights that you would like them to have. Such 
movement will also mean greater role for larger firms where productivity 
is higher. So, the prediction is if you have labor reforms, you have (a) a 
larger share of organized sector employment in manufacturing and (b) a 
larger share of workers in large establishments. Productivity is an outcome. 
This is sufficient policy justification for labor reforms. It is not necessary to 
go as far as saying that we have to have evidence on productivity growth.

Shekhar Shah suggested whether there was need to undertake an exercise 
for developing a comprehensive labor-law regime that would replace all 
existing labor laws. The motivation for this exercise comes from a similar 



56 Ind Ia  pol Icy  forum,  2013–14

exercise undertaken for financial sector in India, which was sponsored by 
the Ministry of Finance. Shah said that he was pointing to the Financial 
Sector Legislative Reform Commission that had just issued its report and 
had come up with an Indian Financial Code that would comprehensively 
look at consumer protection, systemic risk and micro-prudential measures. 
Much in the same way one could think of a similar exercise in labor market.

Rajnish Mehra suggested that an experiment could be run using the plant-
level data to verify if labor laws had a bite. You have firms with plants in 
many different states. Firms can be assumed to allocate capital optimally 
across plants. One could then look at capital-labor ratios across states and 
verify if these differ significantly. If not, then we have some prima facie 
evidence that these laws are actually not binding and maybe there is subcon-
tracting and other things that allow the firms to get around the stringency.

Sean Dougherty responded that his paper certainly did not argue that 
labor reform was the only issue involved. Infrastructure was clearly a major 
burden. The paper did try to include some simple-minded measures of infra-
structure in the equations and they were not that significant or in any case 
they did not affect the results. So there did seem to be an independent role 
that labor market rigidities were playing. So, the paper’s working hypothesis 
was that there was an overall difficult climate for labor and the transaction 
costs were quite high and a very broad clean up and clarification of labor 
market regime was probably necessary.

Dougherty suggested that uncertainty was a much bigger burden than 
clear rigidity. If you knew that the regime was rigid and clear at least you 
knew what you were going to have to pay to layoff some workers but fre-
quently employers didn’t know and they couldn’t even get approval when 
they were willing to pay large costs, so, sometimes they just abandoned firms.

On the issue of moving workers into the formal sector, Dougherty said 
that his study had focused on mid-sized to larger firms within the ASI. It did 
not focus on the transition from informal to formal sector, which is a subject 
needing further research. This would require a careful integration of the NSS 
data with the ASI data because that is exactly where the divergence lies.

Dougherty concluded with a final comment on multiplant-firm issue. He 
said he was not aware of a straightforward strategy using existing Indian 
data to look at the multiplant aspect. T. N. Srinivasan had mentioned about 
work done by others, you could get a little bit there but there seemed no 
straight forward way to tie multiplant firms to specific plants. There is some 
limited data on this area in the CMIE data but that is for very large firms 
and it only has limited information at the plant level. Within the ASI data, 
there is no way to actually tie the plants across states to the firm identity.
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1. Introduction

Global production sharing—the breakup of the production processes 
into separate stages, with each country specializing in a particular 

stage of the production sequence—has been an increasingly important facet 
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of economic globalization over the past four decades.1 This process of  
international division of labor opens up opportunities for countries to spe-
cialize in different slices (tasks) of the production process in line with their 
relative cost advantages. Global production sharing is heavily concentrated 
within industries which are commonly classified as high-tech and capital-
intensive, such as electronic, electrical goods, and transport equipment. 
However, economic theory postulates, and the East Asian experience illus-
trates, that in a labor abundant economy, tasks undertaken within global 
production networks tend to be relatively more labor-intensive (and hence 
“pro–poor”). Moreover, trade based on global production sharing, that is 
parts and components and final assembly traded within global production 
networks, has been growing at a much faster rate compared to traditional 
labor-intensive products such as apparel, footwear and sport goods.

The purpose of this paper is to examine India’s role in global production 
sharing from a comparative East Asian perspective, with a view to broaden 
our understanding of why India is lagging behind China and other emerging 
East Asian economies in benefitting from this new form of international 
exchange. The paper is motivated by the growing emphasis in the contem-
porary policy debate in India on the link between emerging export patterns 
and “jobless growth” of domestic manufacturing (Bhagwati and Panagariya 
2013; Joshi 2008; Panagariya 2008, 2013; Panagariya and Sundaram 2013). 
Although the rate of export growth has been much faster during the past two 
decades, India still remains a small player in world manufacturing trade, and 
the composition of manufacturing exports has continued to exhibit a bias on 
capital- and skill-intensive products (Veeramani 2012). Recent studies of 
India’s export performance, and the failure of emerging export patterns to 
reflect the country’s comparative advantage in labor-intensive production, 
have largely focused on the country’s relative performance in the standard 
labor-intensive manufactured goods such as clothing and footwear. The 
implications of the ongoing process of global production sharing for effec-
tive integration of the Indian economy into global manufacturing networks 
and the related policy issues have not been systematically explored. This 
paper aims to fill this gap, focusing specifically on merchandise exports.2

The paper is structured as follows: Section 2 provides a stage-setting 
analytical overview of the process of global production sharing, patterns, 
and determinants of network trade, and emerging opportunities for countries 

1. In the recent international trade literature an array of alternative terms have been used 
to describe this phenomenon, including international production fragmentation, intra-process 
trade, vertical specialization, slicing the value chain, and offshoring.

2. India’s role in production sharing in the global software services industry has been 
extensively studied. See Arora (2008) and the works cited therein.
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to specialize in line with their relative cost advantage. Section 3 surveys 
India’s export performance during the reform period in order to provide the 
context for the ensuing analysis. Section 4 examines emerging patterns of 
world network trade and India’s comparative performance, paying particular 
attention to complementarities in production sharing between India and the 
East Asian countries. An econometric analysis is undertaken in Section 5 
using the standing gravity modeling framework to examine the determinants 
of inter-country differences in the degree of involvement in network trade. 
Section 6 summarizes the key findings, followed by a discussion on policy 
options for India to effectively link domestic manufacturing into global pro-
duction networks. The analysis in Sections 4 and 5 is based on a systematic 
separation of trade in parts and components and final assembly (“network 
trade”) from total manufacturing trade flows using data set extracted from 
the United Nations (UN) trade database. The procedure followed in data 
compilation is discussed in the Appendix.

2. Global Production Sharing

Global production sharing is not entirely a new phenomenon.3 What is new 
about the contemporary process of global production sharing is its wider and 
ever increasing product coverage, and its rapid spread from mature industrial 
countries to developing countries.4 With a modest start in the electronics 
industry in the late 1960s, international production networks have gradually 
evolved encompassing many developing countries and spreading to many 
industries such as sport footwear, automobile, televisions and radio receiv-
ers, sewing machines, office equipment, electrical machinery, machine 
tools, cameras, watches, light emitting diodes, solar panel, and surgical and 
medical devices. In general, industries that have the potential to break up the 
production process to minimize the transport cost involved are more likely 
to move to peripheral countries than other heavy industries.

3. By the late 1950s, when the national trade data reporting systems of mature industrial 
countries had begun to produce disaggregated data to warrant some tentative estimation, com-
ponents of machinery accounted for nearly 15% of manufacturing exports of these countries 
(calculation based on the data appendix in Maizels 1963).

4. Production sharing can occur both within a given country and across national border. 
The sole focus of this paper is on the latter, the international dimension of production shar-
ing, which is directly relevant for understanding the patterns and determinants of India’s 
comparative export performance. Of course, for a systematic analysis of the growth impact 
of the export performance it is important to probe both aspects of global production sharing, 
because activities of domestic firms that undertake subcontracting for exporting firms are not 
captured in the standard trade data. 



60 Ind Ia  pol Icy  forum,  2013–14

The expansion of global production sharing has been driven by three 
mutually reinforcing developments (Helpman 2011; Jones 2000; Jones and 
Kierzkowski 2001, 2004; Yi 2003). First, rapid advancements in production 
technology have enabled the industry to slice up the value chain into finer, 
“portable” components. As an outcome of advances in modular production 
technology, some fragments of the production process in certain industries 
have become “standard fragments” which can be effectively used in a 
number of products.5 Second, technological innovations in communication 
and transportation have shrunk the distance that once separated the world’s 
nations, and improved speed, efficiency, and economy of coordinating geo-
graphically dispersed production process. This has facilitated, and reduced 
the cost of, establishing “service links” needed to combine various fragments 
of the production process across countries in a timely and cost efficient 
manner.6 Third, liberalization policy reforms across the world over the past 
four decades have considerably removed barriers to trade and foreign direct 
investment (FDI).

At the early phase of development (in the 1960s and 1970s), production 
sharing was basically a two-way exchange between the home and host coun-
tries undertaken by multinational enterprise (MNEs); parts and components 
were exported to the low-cost, host country for assembly and the assembled 
components were re-imported to the home country to be incorporated in 
the final product (Brown and Linden 2005; Grunwald and Flamm 1985; 
Helleiner 1973). As production operations in the host countries became 
firmly established, MNE subsidiaries began to subcontract some activities 
to local (host country) firms, providing the latter with detailed specifica-
tions and even fragments of their own technology. Over time, many firms 
which were not part of original MNE networks have begun to undertake 
final assembly by procuring components globally through arm’s-length 
trade, benefitting from the ongoing process of standardization of parts and 
components. These developments suggest that an increase in production-
sharing based trade may or may not be accompanied by an increase in the  

5. Examples include long-lasting cellular batteries originally developed by computer pro-
ducers and now widely used in cellular phones and electronic organizers; transmitters which 
are now used not only in radios (as originally designed) but also in computers; and electronic 
chips which have spread beyond the computer industry into consumer electronics, motor 
vehicle production and many other product sectors.

6. There is an important two-way link between improvement in communication technol-
ogy and the expansion of production sharing within global industries. The latter results in 
lowering the cost of production and rapid market penetration of the final products through 
enhanced price competitiveness. Scale economies resulting from market expansion in turn 
encourage new technological efforts, enabling further fragmentation of production processes 
(Jones and Kierzkowski 2004).
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host country’s FDI and focusing on MNEs as the sole agent of global produc-
tion sharing leads to an underestimation of the importance of the phenom-
enon (Brown et al. 2004; Jones 2000). However, there is clear evidence that 
MNEs are still the leading vehicle for developing countries to enter global 
production networks. The presence of key players in a particular country is 
vital, both as an “investment-stalk” or signalling effect to other foreign firms 
less familiar with that country, and an agglomeration magnet by which firms 
benefit from being part of a geographical network or cluster-related activities 
and specialized support services (Dunning 2009; Lall 2002; Ruwane and 
Gorg 2001; Wells and Wint 2000).7

As supply networks of parts and components became firmly established, 
producers in advanced countries have begun to move final assembly of an 
increasing range of products (for example, computers, mobile phones, and 
other hand-held devices, TV sets and motor cars) to developing country loca-
tions (Krugman 2008). Many of the MNEs in electronics and related indus-
tries now undertake final assembly in developing country locations, retaining 
only design and coordination functions at home. A major development in 
the institutional setting for global production sharing which facilitated this 
process is the emergence of a new breed of MNCs, contract manufacturers, 
which undertake final assembly for original manufacturing MNEs using 
parts and components procured from various producers (Sturgeon 2002).8 
Many original manufacturing MNEs in electronics and related industries 
have begun to rely increasingly on contract manufacturers (CMs) as their 
“virtual assembly plant,” while increasingly focusing on competencies such 
as product design and sales promotion.

There is evidence that trade in parts and components, and final assem-
bly traded within global production networks (henceforth referred to as  

7. However, the experiences of South Korea and Taiwan have some unique features. Firms 
in these two countries entered global production network from the early 1990s without direct 
involvement of MNEs through FDI. Korean companies relied on imports of capital equipment, 
plans and core components, mainly from Japan with the Japanese trading companies playing 
a vital intermediary role. In Taiwan, Taiwanese and Chinese–American entrepreneurs who 
had a strong presence among Silicon Valley firms started assembly firms drawing on their 
connections with US MNEs (Feenstra and Hamilton 2006). In both countries some of these 
firms have grown to become major MNEs in their own right within global production networks. 
In the early 1970s, at the initial stage of global production sharing, MNEs set up production 
bases in Southeast Asian countries bypassing Korea and Taiwan, because of the highly selective 
FDI approval policy that did not permit full foreign ownership (Grunwald and Flamm 1985), 
and also presumably because of political risk considerations, “the upheaval caused by the 
Cultural Revolution in the mid- and late 1960s” (Goh 1993: 253).

8. The best example is Foxconn, a Taiwanese contract manufacturer that assembles all 
products of Apple Corporation from its production bases located in China.
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“network trade”) has grown at a much faster rate than total world manu-
facturing trade over the past four decades. In a pioneering analysis of trade 
data for the OECD countries, Yeats (2001) found that parts and components 
accounted for 30% of total trade in machinery and transport equipment9 of 
these countries in 1996, compared to around 15% in the middle of 1980s. 
According to estimates by Ng and Yeats (2003), exports of parts and com-
ponents from Asian countries increased more than fivefold over the period 
1984–96, compared to an approximately three-fold increase in total mer-
chandise exports. Following Yeats’s approach, but with broader commodity 
coverage, Athukorala (2011) estimated the share of parts and components in 
total world manufacturing trade in 2007 at 32.1%, up from 23.6% in 1992. 
According to his estimates, total network trade (parts and components, and 
final assembly) accounted for over a half of total manufacturing trade in 
2007. A number of studies have used the input–output technique to measure 
the degree of dependence of manufacturing production and trade of selected 
countries on global production sharing (Dean et al. 2011; Hummels et al. 
2001; Johnson and Noguera 2012; Koopman et al. 2008). Hanson et al. (2001 
and 2005) have measured the extent of production sharing using trade flows 
between US multinational enterprises and their foreign affiliates. All these 
studies, regardless of the yardstick used, point to the growing importance 
of production sharing in world trade and increasing cross-border interde-
pendencies in the world economy.10

In recent years the popular press has begun to pay attention to the phe-
nomenon of “reshoring” (also termed “reverse offshoring” or “onshoring”), 
shifting by MNEs of manufacturing facilities from overseas locations to 
the home country (Gray et al. 2013). There have been a number of highly 
published cases of US MNEs reshoring (or planning to restore) assembly 
processes from China to plants in the United States. However, whether this 
is a new structural (lasting) phenomenon, or simply a case of some isolated 
instances of shifting production bases receiving media attention against the 
backdrop of the political rhetoric of “bringing manufacturing back home” 
and the erosion of the size of the United States–China wage differentials, is 
yet to be seen. As Gray et al. (2013: 31) argue: “….as emerging economies 
grow and thus demand increases in these locations while levelling in the 

9. These are the products belonging to Section 7 of the Standard International Trade 
Classification (SITC 7). They roughly account for more than one-half of all trade in 
manufacturing.

10. In addition to these direct quantifications, there are a large number of case studies and 
media commentaries of the nature and growing importance of production sharing (Krugman 
2008 provides a summary). 
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United States and other developed countries, firm might want to reconsider 
their location decisions….to be close in proximity to demand.” Also, as we 
have already discussed, global production sharing has already expanded 
well beyond the domain of the MNEs headquartered in the United States 
and the other developed countries.

Global production sharing opens up opportunities for developing coun-
tries to participate in a finer international division of labor. The nature of 
factor intensity of the given segments and the relative prices of factor inputs 
in comparison with their productivity jointly determine which country pro-
duces what components. It may be that workers in a given country tend to 
have different skills from those in other countries, and the skills required 
in each production block differ so that a dispersion of activity could lower 
marginal production cost (as in the Ricardian model). Alternatively, it may 
be that the production blocks differ from each other in the proportion of 
different factors required, enabling firms to locate labor-intensive produc-
tion blocks in countries where productivity adjusted labor cost is relatively 
low (as in the Heckscher–Ohlin model). However, several preconditions 
need to be satisfied for a country to effectively participate in international 
production networks.

First, assembly processes within production networks require much 
more middle-level supervisory manpower (in addition to the availability of 
trainable low-cost unskilled labor) than the traditional labor-intensive manu-
facturing.11 Under global production sharing, developed countries normally 
shift low skill-intensive parts of the value chain to developing countries. 
But, the least skill-intensive activities in the developed country can be more 
skill-intensive than the most skill-intensive activities in the developing 
country (Feenstra and Hanson 2003). Second, successful participation in 
global production sharing will not occur if the extra costs of service links 
associated with production sharing—cost involved in arrangements for 
connecting/coordinating activities into a smooth sequence resulting in the 
production of the final good—outweigh the gain from the lower costs of 
the activity abroad. These extra costs relate to transportation, communica-
tion, and other related tasks involved in coordinating the activity in a given 
country with what is done in other countries within the production network. 
Third, the policy regime and the domestic investment climate need to be 
conducive for involvement in production sharing. The decision of a firm 

11. See also Steve Jobs’ discussion with President Obama on Apple’s assembly operations 
in China in Isaacson (2011: 546). “At that time, Apple had 700,000 factory worker employed 
in China, and that was because it needed 30,000 engineers on-site to supervise those workers. 
If you could educate these engineers, he said, we could move more manufacturing plants here.”
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to outsource production processes to another country—either by setting up 
an affiliated company or establishing an arm’s length relationship with a 
local firm—entails “country risks”. This is because supply disruptions in 
a given overseas location could disrupt the entire production chain. Such 
disruptions could be the product of shipping delays, political disturbances, or 
labor disputes (in addition, of course, to natural disasters). In many instances 
it is impossible to fully offset these risks by writing “complete contracts” 
(Helpman 2006; Spencer 2005).

Finally, why should governments in developing countries pay specific 
attention to global production sharing as part of outward oriented develop-
ment strategy? There is no hard empirical evidence to address this issue. 
But the available evidence on the emerging patterns of global production 
sharing, when combined with the standard literature on gains from export 
oriented development (e.g., Dornbusch 1992; Grossman and Helpman 
1992; Srinivasan 1999), suggests that growth prospects would be greatly 
enhanced through engaging in this form of international exchange. As dis-
cussed, network trade accounts for a large and increasing share of world 
manufacturing trade compared to the traditional manufactured goods such as 
apparel and footwear. Thus there can be considerable gains from improved 
resource allocation in line with social marginal cost and benefits, and from 
economies of scale and scope that arise in wider markets. Participation in 
global production sharing also has the potential to yield growth externalities 
(spillover effects) through transfer of technology and managerial know-how, 
skill development, and “atmosphere creation” effect. Engaging in global 
production sharing is an effective way of linking domestic manufactur-
ing to dynamic global industries of electronics, electrical goods, medical 
devices, and transport equipment, which are the incubators of new technol-
ogy and managerial skills. Labor training in a given stage/segment of a 
production process not only helps in moving up the value ladder within the 
given industry but also helps attract new investors in related industries by 
creating a pool of skilled labor.12 Finally, participation in global production 
sharing is likely to have a favorable atmospheric effect: the creation of a 
Schumpeterian environment conducive to growth. The very nature of the 
process of global production is the continuous shaking up of industry through 
the emergence of new products and production processes in place of old 

12. For instance the trained labor pool created by semiconductor assembly was a key pull 
factor for the subsequent expansion of hard disk drive industry in Singapore and Malaysia. 
More recently Penang (Malaysia) has become a preferred location for the major MNEs in the 
medical devices industry because of the availability of a sizeable skilled labor pool created by 
the electronics industry over the past two decades (Athukorala 2014; Wong 2007).
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ones. Engagement in a manufacturing process involving a variety of goods 
and inputs could contribute more to growth than perpetual specialization in 
a narrow range of products.

3. India’s Export Performance: An Overview

During the first four decades of the postindependence era India continued 
to remain an underperformer in world export markets, relative to both her 
own potential and the performance of many other developing countries. The 
overriding aim of the Indian development policy from the inception was 
across-the-board import substitution in the context of a foreign trade regime, 
which relied extensively on quantitative restrictions (QRs). Until about the 
mid-1970s the overall policy trend was towards tightening controls on both 
foreign trade and domestic industry. The pull of resources into import sub-
stitution industries by the high level of protection, plus overvaluation of the 
real exchange rate resulting from upwards shift in demand for imports and a 
rate of domestic inflation above that of trading partners, discouraged produc-
tion for export. Also, the inflexibilities created by the pervasive controls on 
domestic manufacturing handicapped the ability of firms to penetrate export 
markets (Panagariya 2004, 2008; Singh 1964; Srinivasan 1998).

India’s share of world non-oil exports fell continuously from 2.3% in the 
1950s to 0.6% in the 1970s as shown in Figure 1. Notwithstanding some 
selective measures introduced to ameliorate the anti-export bias, India’s 
world market share fell further to an average level of 0.5% by the middle 
of the 1980s. The degree of export orientation of the economy, measured by 
exports to GDP ratio, remained virtually unchanged around 6% throughout 
the 1970s and 1980s. The fall in India’s share in total exports from develop-
ing countries during this period was much sharper, from 3.2% in the 1960s 
to 1.5% during the 1980s. Moreover, India’s failure to keep up with overall 
export performance of other devel oping countries13 was much more clearly 
visible in manufacturing trade: India accounted for 2.6% of manufacturing 
exports from developing countries in the late 1980s, compared to 10.2% in 
the early 1960s. In 1962 (the earliest year for which comparable country-
level data are available), India was the second largest exporter of manufac-
tured goods in the developing world (accounting for 14.2% of exports from  

13. In this paper the standard United Nations country classification is used to identify 
developing countries. According to this classification “developing countries” encompasses 
developing Asia (the member countries of the Asian Development Bank), Latin America, 
Africa, and the Middle East.
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developing countries after Hong Kong (19.8%). By the time the liberaliza-
tion reforms began in the early 1990, India was the 10th largest exporter 
(2.6%), after the Philippines (2.9%), and China’s share (25.6%) was over 
10 times larger than that of India.14

F I G U R E  1 .  India’s Share in Total World Exports and Exports from 
Developing Countries, 1962–20111
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14. The data reported in this paper, unless otherwise stated, are based on the UN Comtrade 
database (http://comtrade.un.org/db/ accessed in January–March 2013). 

15. http://comtrade.un.org/db/ (accessed in January–March 2013)
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India’s overall export performance has improved significantly following 
the liberalization reforms. Its share in total world non-oil exports recovered 
to the level of the early 1960s (about 1.2%) by 2002 and increased further to 
1.8% in 2011. However, as yet there has not been any noticeable improve-
ment in India’s relative export performance among developing countries. 
Its share in total exports from developing countries has not yet surpassed 
the levels of the early 1960s (about 3.8%). India has so far failed to cash 
in on the “the great transformation of world trade” (Krugman 2008: 103), 
the dramatic shift in manufacturing exports from developed to developing 
countries that has occurred over the past four decades.

In Tables 1 and 2 India’s export performance is compared with the East 
Asian developing countries by broad commodity categories.16 India’s share 
in world manufacturing exports increased from 0.6% in 1990–91 to 1.6% 
in 2010–11. Over the same period, China’s share jumped from 2.5% to 
15.3%. By 2010–11, China was accounting for 38.5% of total manufactur-
ing exports from developing countries compared to India’s share of 4.2%. 
The share of manufactured goods in total non-oil exports has continued 
to remain low (around 80%) in India compared to China and most other 
countries in East Asia.

India’s world market shares in all commodity categories have increased 
over the past three decades, but no particular commodity category stands 
out for markedly rapid world market penetration in a comparison with the 
East Asian countries. During this period, Indian export expansion has been 
heavily concentrated in two product categories: resource-based products 
(products classified by material, Standard International Trade Classification, 
SITC 6),17 and miscellaneous product (SITC 8, clothing, footwear, and other 
standard labor-intensive products).18 A startling difference in India’s export 
patterns compared to China and the other East Asian countries is the rather 
small share accounted for by the product group of machinery and transport 

16. In order to minimize the effect of possible random shocks and measurement errors, 
henceforth two-year averages are used in inter-temporal comparison throughout this paper. 
All data are calendar-year based.

17. Gems and jewelry, which constitute over 15% of Indian exports, are included in this 
category.

18. It is important to note that even in miscellaneous manufactured goods, a product group 
in which India has considerable untapped potential, India’s performance has been lacklustre 
in international comparisons. For instance, between 2005 and 2012, India’s share in world 
apparel exports remained virtually unchanged around 5.3% whereas Bangladesh’s share 
surged from 4.5% to 8.1% (data compiled from the UN Comrade database). India’s export 
performance in apparel and other labor intensive manufactured goods has been extensively 
documented and analyzed by Panagariya (2008).
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equipment (SITC 7), which accounts for nearly a third of world merchandise 
trade and over 40% of total manufacturing trade. In 2010–11, machinery and 
transport equipment accounted for only 17.2% of total merchandise exports 
of India, compared to 59.2% in that of China and even larger shares in Korea, 
Taiwan, Malaysia, and Singapore. As we will see in the next section, the 
ongoing process of global production sharing is heavily concentrated within 
this product group.

An obvious caveat relating to the comparison of India’s export perfor-
mance in the Asian context using standard trade data (which records trade 
in “gross” terms), as we have done here, is that this could understate India’s 
relative export performance. This is because export composition of China 
and the other East Asian countries, unlike that of India, is dominated by 
network trade which is characterized by a high degree of import intensity 
arising from two sources—multiple-border crossing of parts and components 
before they get finally embodied in final products, and the liberalization 
of each country in a given slice of the production process.21 In order to 
understand this possible bias we compiled data on manufacturing exports 
both in gross (Customs-record based) and value-added terms from a new 
database put together by the Organization for Economic Cooperation and 
Development (OECD). The data are reported in Table 3 for those Asian 
countries for which both data series are available.

Per unit value added (that is value-added exports as a percentage of 
gross exports) is much bigger in India compared to China and the other 
East Asian countries except Indonesia (Table 3, last column). However, 
the use of the standard (gross) or the value-added export value series does 
not make a significant difference to India’s relative export performance. In 
gross terms, India ranks sixth among the 11 countries, after China, Korea, 
Taiwan, Malaysia, Singapore, and Thailand. When value added data are 
used, India is evaluated to be at the fourth position, slightly above Thailand, 
Malaysia and Singapore. However, the big difference between China and 
India remains virtually unchanged: in gross terms Indian exports in 2009 
amounted to only 10% of China’s export and in value added terms this figure 
only increases marginally to 11%.

21. In recent years there has been a lively debate on the appropriateness of official trade 
statistics for the purpose of studying trends and patterns of manufacturing trade in the presence 
of global production sharing and how to modify and integrate the System of National Accounts 
(SNA) and Customs data reporting systems for the measurement of trade data in value-added 
terms. On this debate see various contributions in Mattoo et al. (2013).
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T A B L E  3 .  Comparison of Gross and Value-added Exports from Selected 
Asian Countries,1 2009

Gross exports
US$ billion Country rank

Value added 
exports2 US$ 

billion Country rank

Value added 
share of gross 

export (%)

china 1042.0 1 666.0 1 63.9
Korea 328.7 2 178.8 2 54.4
chinese Taipei 201.8 3 103.7 3 51.4
Singapore 116.6 4 53.4 7 45.8
Thailand 114.4 5 62.0 5 54.2
India 103.9 6 75.3 4 72.4
malaysia 92.6 7 57.1 6 61.7
Indonesia 65.9 8 51.5 8 78.2
philippines 37.8 9 19.8 9 52.3
Vietnam 20.6 10 8.3 10 40.3
Hong Kong, china 9.5 11 5.0 11 52.8

Source: compiled from oEcd StatExtracts.22

notes: 1. domestic value added in gross (customs record based) exports calculated using national input–
output tables.

 2. domestic value-added embodied in gross exports.

4. India in Network Trade

Between 1990–91 and 2010–11, world exports taking place within global 
production networks (network exports)23 recorded an almost five-fold 
increase, from US$12803 billion to US$59070, with the share of developing 
countries in the total increasing from 11.9% to 45.1%, as given in Figure 2. 
This has contributed disproportionally to the shift in the geographic profile 
of manufacturing trade from developed to developing countries. The share 
of network products in exports from developing countries increased from 
41.4% in 1990–91 to 60.1% in 2010–11. These exports accounted for over 
60% of the total increment in manufacturing exports from developing coun-
tries over these two decades.24

22. OECD-WTO Trade in Value Added (TiVA) database available at stats.oecd.org/index.
aspx?queryid=47807 (accessed on November 23, 2013).

23. The procedure followed in delineating network exports (parts and components, and 
final assembly) from the standard trade data reported on the basis of the SITC is explained 
in Appendix (a). 

24. The data on the share of network products, in particular electronics and electrical 
goods, in total manufacturing reported here (which are based on nominal manufacturing value 
added) presumably understate the relative importance of this form of trade because during 
this period the prices of these products grew at a much slower rate compared to those of most 
other manufactured products (Krugman 2008).
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F I G U R E  2 .  Manufacturing Exports from Developing Countries, 1990–2011 
(a) Export Value, uS$ billion
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Data on the contribution of global production sharing to the expansion 
of manufacturing exports from India and East Asian countries are sum-
marized in Table 4. On average network products have accounted for over 
a half of total manufacturing exports from all East Asian countries (except 
Indonesia)26 over the past two decades, with this share recording a notable 

25. http://comtrade.un.org/db/ (accessed in January-March 2013).
26. The “outlier” status of Indonesia within East Asia in relation to its role in global 

production sharing is discussed too. 
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increase in the past decade. Network product exports from India, too, have 
increased during this period, but these products accounted for only 23.4% of 
total Indian manufacturing exports in 2010–11. Network products accounted 
for nearly 70% of the total increment in manufacturing exports from  
East Asia between 1990–91 and 2010–11; the comparable figure for India 
was 22%.

As regards to the composition of network products, a striking common 
feature of East Asian countries’ engagement in global production sharing is 
the heavy concentration of production within the broader commodity group 
of machinery and transport equipment (SITC 7). Within this product group 
telecommunication and sound recording equipment, semiconductors and 
other electrical machinery and equipment account for the lion’s share of 
total network exports as seen in Tables 5 and 6. By contrast, these dynamic 
products still account for a much smaller share (26%) of network product 
exports from India.

A notable difference in the commodity composition of network exports 
from India compared to that of the East Asian countries is the relatively 
larger share accounted for by transport equipment. Table 5 shows road 
vehicles and other transport equipment accounted for 28% of total Indian 
network exports in 2010–11, compared to an East Asian regional average 
of 13.2%. Interestingly, the total volume of transport equipment exports 
from India is rapidly approaching the level of Thailand, which is the most 
successful second-tier automotive exporting country (after Japan and Korea) 
in Asia. India’s total transport equipment exports increased from US$1.3 
billion in the early 1990s to nearly US$19 billion in 2010–11. Thailand’s 
transport equipment exports in 2010–11 were US$21.0 billion.

A number of leading automakers and auto part suppliers have established 
assembly plants in India and some of them have already begun to use India 
as an export platform within their global production networks (Humphrey 
2003; Sen and Srivastava 2012). For example, Toyota Kirloskar Auto 
Parts, a joint venture between Toyota and a local manufacturer is export-
ing gearboxes from India to assembly plants in various countries including 
Thailand, South Africa and Argentina. Toyota Indonesia, which special-
izes in multipurpose vehicles has integrated its production system with 
its operations in India, importing engine components from Indonesia and 
exporting gearboxes and auto parts. Suzuki India has developed a two way 
sourcing network encompassing its plants in China, India and Indonesia. 
Almost all companies now export assembled cars (completely built units) to 
both regional and extra-regional markets. Until about the early 2000, parts 
and components accounted for the bulk of automotive exports from India. 
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Since then exports of completely built units (CBUs) have increased at a much 
faster rate. Figure 3 shows that in 2010–11 CBUs accounted for nearly three 
quarters of total automotive exports of over US$19 billion.

F I G U R E  3 .  Exports of Transport Equipment from India, 1988–2011
(a) Value (uS$ million)
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Source: Based on data compiled from the un comtrade database.30

30. http://comtrade.un.org/db/ (accessed in January–March 2013).
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In a sharp contrast to automobile, as yet there are no signs of Indian 
manufacturing linking to production networks in electronics, electrical goods 
and other related products. A number of large electronics and electrical 
goods producing MNEs (e.g., Nokia, Samsung, LG) have set up production 
bases in India, but they are predominantly involved in production for the 
domestic market.

In most East Asian countries Special Economic Zones (SEZs) (until 
recently known as free trade zones or export processing zones have proved 
to be an effective vehicle for integrating domestic manufacturing into global 
production networks in these global industries (Sachs and Warner 1995). 
In these countries, SEZs provided an investment climate characterized by 
free trade conditions, a liberal regulatory framework and high-quality infra-
structure. In India the first SEZ (in Kandla, Gujarat) was set up in 1965. A 
second SEZ was set up in Santacruz (Mumbai) in 1973, with a specific focus 
on attracting electronics firms. During the 1980s, five more zones were set 
up. By 2005 there were 17 SEZs in operation (Aggrawal 2012). But these 
SEZs never took off because of several reasons, such as their relatively 
limited scale; the government’s general ambivalence about attracting FDI, 
and unclear and changing incentive packages attached to the zones (Bajpai 
and Sachs 2000; Kumar 1989). Moreover, unlike in the East Asian countries, 
where SEZs were an integral part of an overall export-led industrialization 
strategy, in India SEZs had to operate in the context of a highly restrictive 
trade and investment policy regime. It was difficult to insulate the zones 
from this unfavorable external investment climate (Aggarwal 2013).

Inspired by the notable success of SEZs in China, the Indian government 
announced a revamped approach to SEZs as part of the Foreign Trade Policy 
of 2000–01 (Panagariya 2008). This was followed by the enactment of the 
SEZ Act of 2005 to provide the overall legal framework within which the 
SEZs operate. The Act, which became operational in February 2010, pro-
vides for the setting up of SEZs by the private sector, in addition to state 
governments and the central government, and gives the Indian states some 
flexibility for the relaxation of labor laws and the offer of specific incen-
tives to investors.

The past five years have seen a rapid proliferation of SEZs in India: by 
early 2011, 580 SEZs had been formally approved and, of them, 122 had 
begun operations (Aggarwal 2013). Table 7 illustrates the share of exports 
by SEZ enterprises in total exports from the country increasing from 9.1% in 
2007–08 to 27.4% in 2009–10. However, so far there has not been a signifi-
cant presence of foreign firms in electronics and other vertically integrated  
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global industries. Electronics and electrical goods account for only a tiny 
share of exports (2.3% in 2009–10). It could be that despite significant recent 
reforms, in the eyes of foreign investors India’s foreign investment regime 
still reflects the tension between the traditional aversion to foreign invest-
ment and the current recognition of its importance to economic development.  
The smooth functioning of SEZs has also been constrained by the controver-
sial issue of land acquisition and unresolved issues relating to the relaxation 
of labor laws for the SEZ firms (Panagariya 2008: 271–73).

T A B L E  7 .  India: Exports from Special Economic Zones, 2007–101 (%)

Product 2007/08 2008/09 2009/10

Biotech 0.3 0.9 0.2
computer/electronic software 6.0 16.3 20.7
computer hardware2 16.7 13.1 7.9
Electronics 0.8 0.4 0.4
Engineering 2.5 3.1 1.9
Gems and jewelry 34.5 33.5 19.9
chemical and pharmaceuticals 2.2 6.4 33.5
Handicraft 0.1 0.0 0.0
plastic and rubber 1.0 0.4 0.3
leather, footwear, and sport goods 0.9 0.3 0.2
food and agricultural products 0.9 0.3 0.2
nonconventional energy 0.2 0.2 0.6
Textiles and garments 2.0 3.0 1.5
Trading and services 31.4 18.9 11.3
miscellaneous 1.4 3.4 1.3
Total (%) 100 100 100
 uS$ billion 14.8 22.2 49.1
Memo item
 percentage of India’s total exports 9.1 12.0 27.4

Source: compiled from WTo (2013), Table 111.19.
notes: 1. data are based on Indian financial year.
 2. assembly of computers and printers.

What explains the rapid growth of automotive exports compared to elec-
tronics and other machinery exports? The human capital base developed 
during over a half-a-century of import-substitution industrialization and the 
removal of restrictions on the entry of foreign automotive producers as part 
of the liberalization reforms provided the setting for the expansion of the 
Indian automobile industry (Humphrey 2003). But it is necessary to look  
into the peculiarities of automobile production in order to understand its 
unique export performance record.

Unlike electronics and electrical goods, automotives are bulky and “low-
value-to weight” goods, and hence transport cost is a key determinant of 
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market price. There is also a need to design the product to suit the taste and 
affordability of the consumer. Therefore, there is a natural tendency for 
final assembly plants to be located in countries with large domestic markets. 
Once auto makers choose to set up assembly plants in a given country, parts 
and component producers follow them because of two reasons. First, and 
perhaps more importantly, most auto parts also have low value-to-weight 
ratios, which makes its too costly to use air transport for the timely deliv-
ery required for just-in-time production schedules of the final assembler 
(Hummels 2007).31

Second, there is an asymmetrical market-power relationship between 
component makers and auto makers within the global automobile industry; 
the products of many auto part manufacturers are used in vehicles made by a 
handful of car makers. This is different from electronics parts, like integrated 
circuits and semiconductors, that are used in many industries. Thus, there 
is an incentive for the part makers to set up factories next to the assemblers 
in order to secure their position in the market (Klier and Rubenstein 2008: 
Chapter 3; Kohpaiboon and Jongwanich 2013). 

Once a complete production base (involving both final assembly and 
component assembly/production) is established in a given (large) country, 
exporting to third countries becomes a viable option for automakers. Scale 
economies gained from domestic expansion makes exporting of both parts 
and components and assembled vehicles profitable as part of their global 
profit maximization strategy. Adaptation of products to suit domestic 
demand conditions and lower transportation cost compared to exporting 
from the home base also become important drivers of exporting to regional 
markets from the new production base.

An important aspect of the performance of Indian auto industry is the 
coexistence of high tariff protection (which implies an anti-export bias) and 
rapid export growth. In spite of some reductions in recent years, tariffs on 
completely built automotives continued to remain much higher (60% on  
average) than tariffs on other imports (average tariff of 8.5%) (WTO 2011). 
Moreover, given the cascading nature of the tariff structure (parts and com-
ponents tariffs of about 21%), the rate of effective protection for domestic 
automotive assembly is presumably even higher than the average applied 
nominal rate. Viewed from the mainstream policy advocacy for designing 
export promotion policy, an interesting issue here is why continuing the 

31. Air shipping is the mode of transport for over two-thirds of electronics exports from 
Singapore, the Philippines, Thailand, and Malaysia to the USA (estimate based on US Trade 
Commission data on trade by mode of transport between 2000 and 2005).
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anti-export bias has not been a deterrent to rapid export growth. A pos-
sible explanation is that export expansion has been predominantly driven 
by MNEs, which have set up production plants in India to produce for the 
global market, not just for the Indian market. The conventional advocacy for 
removing anti-export bias as a precondition for export expansion is based on 
the implicit assumption that exporting is an act of domestically owned firms 
whose marketing decision is driven by the relative profitability of exporting 
compared to selling in the domestic market. Relative profitability in selling 
in the domestic market is probably not a binding consideration for the MNEs 
involved in sourcing and marketing within a global production network.

For the poor export performance record in electronics, the only major 
East Asian country whose experience resembles that of India is Indonesia. 
An understanding of why Indonesia, notwithstanding the obvious advanta-
geous position in terms of its location and relative wages, has continued 
to remain a small player in regional production networks seems to hold 
lessons for India. Indonesia’s engagement has so far been limited only to 
some low-end assembly activities undertaken mostly by Singaporean sub-
contracting companies in the Batam economic zone. In the early 1970s, two 
major electronic MNEs, which had already established production bases in 
Singapore, did set up assembly plants in Indonesia (Fairchild and National 
Semiconductor, established in 1973 and 1974 respectively), but both plants 
were closed down in 1986. At that time there was a worldwide slump in the 
semiconductor business. However, it is not clear whether external demand 
factors played an important role in their departure from Indonesia. Both these 
MNEs continued their operation in both Singapore and Malaysia with some 
restructuring and labor shedding in response to demand contraction. The 
unfavorable business environment in Indonesia, in particular labor market 
rigidities, that hindered restructuring operations in line with global changes 
in the semiconductor industry, appears to be the major reason. According to 
press accounts at the time, in 1985 Fairchild announced a plan to introduce 
a new technology that would have involved some reduction in their work-
force, but the Ministry of Manpower opposed any retrenching that would 
have resulted from automation (Thee and Pangestu 1998).

Recently the issue of why Indonesia has been left behind in global pro-
duction networks was brought into sharp relief when the Canadian firm, 
Research in Motion (RIM), the Blackberry producer, decided (in September 
2011) to set up an assembly plant in Penang, Malaysia bypassing Indonesia 
(Manning and Purnagunawan 2011). Indonesia is the largest market for the 
Blackberry in Southeast Asia, accounting for some 75% of its total annual 
sales in the region, and almost ten times the annual sales of 400,000 in 
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Malaysia. Therefore, when RIM announced its plan to set up a production 
base in Southeast Asia, there were high hopes in Indonesian policy circles 
that Indonesia would be its preferred location. Indonesian authorities were, 
therefore, perplexed by RIM’s decisions to go to Penang and the industry 
minister even announced the possible introduction of punitive import tariffs 
on luxury goods such as the BlackBerrys. However, it is not hard to under-
stand the reason behind RIM’s decisions in favor of Penang. For nearly three 
decades, Penang has been a world center for electronics (Athukorala 2011), 
whereas Indonesia has had a chequered record in attracting multinational 
enterprises involved in global production sharing. There has not been any 
notable improvement in the investment climate in the country compared to 
the situation in the 1980s when Fairchild and National Semiconductor closed 
down their operations (Wells and Ahmed 2007).

It is widely held in some policy circles that India (and Indonesia, for that 
matter) has “missed the boat” to join the electronics production network 
given the MNEs’ long-standing attachment to the existing production bases 
and China’s emergence as the premier assembly center in the world. This 
view is, however, not consistent with the ongoing developments in global 
production networks in East Asia. For instance, in recent years, the East 
Asia production networks have begun to spread to Vietnam and Cambodia.

Following the market-oriented policy reforms started in the late 1980s, 
a number of Korean, Taiwanese and Japanese firms set up assembly plants 
in Vietnam, but these ventures were predominantly of the conventional 
import-substitution variety with little links to the global production networks 
of the parent companies. From about the late 1990s part and component 
assemblies within regional production networks began to emerge, mostly 
with the involvement of small- and medium-scale investors from Taiwan 
and Korea, with only one major global player, Hitachi from Japan. A major 
breakthrough occurred with the decision made in February 2006 by Intel 
Corporation, the world’s largest semiconductor producer, to set up a $300 
million testing and assembly plant (subsequently revised to $1 billion) in 
Ho Chi Minh City. The Intel plant started commercial operation in early 
2011 and is expected to eventually employ over 3,000 workers. The early 
experience in Singapore, Malaysia, Thailand and the Philippines indicates 
that there is something of a herd mentality in the site selection process of 
MNEs in the global electronics industry, particularly if the first entrant is a 
major player in the industry.

It seems that following Intel’s entry, this process has already begun to 
replay in Vietnam (Athukorala and Tien 2012). A number of other major 
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players in the electronics industry have already come to Vietnam following 
the footsteps of Intel. These include the Taiwanese-based Hon Hai Precision 
Industry and Compact Electronics (the world’s largest and second-largest 
electronics contract manufacturers) and Nidec Corporation (a Japanese man-
ufacturer of hard disk drive motors and electrical and optical components). 
In 2009, Samsung Electronics set up a large plant in Hanoi for assembling 
hand held products (HHPs) (smart phones and tablets). Over the past four 
years, Samsung has been gradually shifting HHP assembly from its plant in 
China to the Vietnam plant as part of a strategic production diversification 
strategy in response to increasing wages and rental cost in China. In 2009, 
65% of Samsung’s global HHP supply came from China, with Vietnam 
contributing to a mere 3%; by the end of 2012 these figures had changed 
to 45% and 33%, respectively. In 2012, Samsung Vietnam’s production 
capacity reached 150 million units, and its total exports (about US$11  
billion) amounted to 11% of Vietnam’s total merchandise export earnings.32

There are also early signs of regional production networks expanding to 
Cambodia. In 2011, Minebea, a large Japanese MNE which produces a wide 
range of parts and components for the automotive and electronics industries, 
set up a plant (Minebea Cambodia) in the Phnom Penh Special Economic 
Zone to assemble parts for cellular phones using components imported from 
its factories in Thailand, Malaysia, and China. Minebea Cambodia currently 
employs 1,300 workers and it has plans to expand to a total workforce of 
5,000 within two years. The other MNEs which have set up assembly plant 
in Cambodia include Sumitomo Corporation, Japan (wiring harnesses for 
cars); Denso, Japan (motorcycle ignition components); Pactics, Belgium 
(sleeves for sunglasses made by premier eyewear companies); and Tiffany 
& Company, USA (diamond polishing). There is anecdotal evidence that 
a number of other Japanese companies which have production bases in 
China and Thailand are planning to relocate some segments of their produc-
tion process to Cambodia. Rising wages and rental costs in China and the 
neighboring Thailand, and production disruption caused by recent floods 
in Thailand are considered the drivers working to Cambodia’s advantage 
(Business Day 2013).

When China began to emerge as a major trading nation in late 1980s, 
there was a growing concern in policy circles in Southeast Asia, and in other 
Asian countries, that competition from China could crowd out their export 

32. The discussion here on Samsung’s operation in Vietnam is based on a conference 
presentation made by Seokmin Park, Vice President and Head, Corporate Supply Chain 
Management of Samsung (Park 2013). 
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opportunities (Athukorala 2009). Initially, the “China fear” in the region 
was mainly related to export competition in the standard light manufactured 
good (clothing, footwear, sport goods, etc.), but soon it turned out to be per-
vasive as China begun to rapidly integrate into global production networks 
in electrical and electronics products through an unprecedented increase in 
foreign direct investment in these industries. The rapid increase in China’s 
share in world exports markets in these product lines, coupled with some 
anecdotal evidence of MNEs operating in Southeast Asian countries relo-
cating to China, led to serious concern about possible erosion of the role of 
Southeast Asian countries in global production networks. These concerns 
gained added impetus from China’s subsequent accession to the WTO, 
which not only provided China with most-favored nation (MFN) status in 
major markets, but also enhanced China’s attractiveness to export-oriented 
investment by reducing the country risk of investment.

As can been seen in the data reported in Table 4, there has been a sig-
nificant contraction in final assembly of consumer electronics and electri-
cal goods exported from some countries in Southeast Asia as an outcome 
of competitive pressure from China for final assembly.33 However, this 
structural shift has not resulted in a “hollowing out” of production bases 
in Southeast Asia. On the contrary, the past two decades have seen a close 
complementarity between China and Southeast Asian countries within global 
production networks, for two reasons. First, expansion in final assembly 
in China has created new demand for parts and components assembled in 
Southeast Asia. Benefitting from this, electronics firms involved in compo-
nent design, assembly and testing restructured their operations by moving 
into high-value tasks in the value chain. This process has been greatly aided 
by the deep-rooted nature of their production bases and the pool of skilled 
workers developed over the past three decades (Athukorala 2009). Second, 
a number of large electronics MNEs have shifted regional/global headquar-
ter functions to Singapore and Penang. Manufacturing is only part of their 
operations. Their activities now encompass corporate and financial planning, 
R&D, product design and tooling, sales and marketing. Most MNEs which 
have shifted final assembly of consumer electronics and electrical goods 
to China perform global headquarter functions of their China operations 
from Singapore and Penang. Some of them now use their Penang affiliates 
as an integral part of their global training and skill enhancement programs 
(Athukorala 2014).

33. Final assembly is generally more labor intensive than component assembly, produc-
tion and testing.
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5. Determinants of Exports

This section reports the results of an econometric exercise undertaken to 
examine the determinants of inter-country differences in export performance, 
with emphasis on engagement in network trade. The analytical tool used 
here is the gravity model, which has become the workhorse for modelling 
bilateral trade flows.34 After augmenting the basic gravity model by adding 
a number of explanatory variables which have been found in previous stud-
ies to improve explanatory power, the estimation equation is specified as,

Ln TREijt = a + b1lnGDPit + b2lnGDPjt + b3lnPGDPit + b4lnPGDPjt. 
 + b5lnDSTij + b6lnRERijt + b7INSit + b8lnLPIit + b9FTAijt 

 + b10ADJijt + b11COMLijt + b12lnCLNKi,jt + b13AFC + b14GFC 
 + b15DIND + b16DODV +gT + eij

where the subscripts i and j refer to the reporting (exporting) and the partner 
(importing) country, and ln denotes natural logarithms. The explanatory vari-
ables are listed and defined below, with the postulated sign of the regression 
coefficient in brackets.

TRE Bilateral exports
GDP Real gross domestic product (+)
PGDP Real per capita gross domestic product (+)
DST The distance between the economic centers of i and j (–)
RER Real bilateral exchange rate (+)
INS Institutional quality
LPI Logistic performance index (+)
FTA A binary dummy which is unity if both i and j belong to the 

same regional trade agreements (RTA) and 0 otherwise (+)
ADJ A binary dummy variable which takes the value one if i and j 

share a common land border and zero otherwise (+)
COML A dummy variable which takes the value one if i and j have 

a common language (a measure of cultural affinity) and zero 
otherwise (+)

CLNK Colonial economic link dummy which takes the value one for 
country pairs with colonial links and zero otherwise (+)

34. The gravity model originated in Tinbergen (1962), purely as an attempt to capture 
empirical regularities in trade patterns. For recent attempt to provide a theoretical justification 
for its formulation and applications to trade flow modeling, see various contributions in 
Bergeijk and Brakman (2010).
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AFC A dummy (1 for 1997, 1998 and 1999 and zero otherwise) 
included to capture trade disruption caused by the Asian finan-
cial crisis (+).

GFC A dummy (1 for 2008 and 2009 and zero otherwise) included 
to capture trade disruption caused by the global financial crisis 
(+).

DIND A dummy variable for India (which takes the value one for India 
and zero for the other countries

DODV A dummy variable for non-East Asian developing countries 
other than India (which takes the value one for non-East Asian 
developing countries other than India and zero for the other 
countries)

a Constant term
T A set of time dummy variables to capture year-specific “fixed” 

effects
e Stochastic error term, representing omitted influences on bilat-

eral trade

The three variables, GDP of the reporting country and the partner coun-
tries and the distance DST between them, are the standard gravity model 
arguments. The common reasoning for the use of GDP as an explanatory 
variable is that larger countries have more variety to offer in international 
trade than smaller countries (Tinbergen 1962). The use of this variable in 
our trade equation is also consistent with the theory of international produc-
tion fragmentation, which predicts that the optimal degree of fragmentation 
depends on the size of the market, because the scale of production would 
determine the extent to which such division of labor can proceed. In other 
words, the size of GDP can be treated as a proxy for market thickness 
(the economic depth of trading nations) which positively impacts on the 
location of outsourcing activity (Grossman and Helpman 2005; Jones and 
Kierzkowski 2001). There are also reasons to believe that GDP per capita 
has a positive effect on network trade over and above the effect of GDP. As 
countries grow richer, the scale and composition of industrial output could 
become more conducive to production sharing. In addition, more devel-
oped countries have better ports and communication systems that facilitate 
production sharing by reducing the cost of maintaining the services links 
involved in vertical liberalization (Golub et al. 2007).

It is important to note that per capita GDP is also widely used in the 
empirical trade and growth literature as a good surrogate for the capital–
labor ratio. Thus, at first blush, one could interpret a statistically significant 
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positive coefficient in our estimated equation to imply that capital-labor 
endowment is an important determinant of a country’s successful integration  
within global production networks. However such an inference is not con-
sistent with the theory of global production sharing; production sharing 
opens up opportunities for labor abundant and capital poor countries to 
specialize in labor-intensive slices of the value chain of high-tech (capital 
and skill-intensive) global industries (Jones 2000: Chapter 7; Jones and 
Kierzkowski 2001). Nor is it consistent with the experiences of the East 
Asian economies. For instance Singapore and Penang (Malaysia) specifically 
focused on electronics assembly at the very early stages of their development 
(Singapore in the mid-1960s and Malaysia in the early 1970s) particularly 
because of its suitability in creating a vent for their surplus labor pool, and 
capital almost entirely came from MNEs (Athukorala 2014; Goh 1993; 
Yew 2000). As discussed, production networks have begun to expand to 
Vietnam and Cambodia. Korea and Taiwan joined production networks in 
the early 1990s following almost two decades of rapid export growth based 
on liberalization in traditional labor-intensive products, but this sequence 
had much to do with the nature of the foreign investment regimes of the 
two countries and perhaps also international political conditions during the 
early post-war period (see Note 7).

Geographic distance is a proxy measure of transport (shipping) costs 
and other costs associated with time lags in transportation such as spoilage. 
Technological advances during the post-war era have contributed to the 
“death of distance” when it comes to international communication costs. 
However, there is evidence that geographical distance is still a key factor in 
determining international transport costs, in particular shipping costs (Evans 
and Harrigan 2005; Hummels 2007). Transport cost could be a much more 
important influence on vertical trade than on final trade, because of multiple 
border-crossings involved in the value-added chain.

The real exchange rate (RER) is included to capture the impact of the 
overall macroeconomic climate on international competitiveness of tradable 
goods production. LPI and INS are included to captures the cost of “service 
links” involved in connecting production blocks within global production 
networks: LPI measures the quality of trade-related logistic provisions, and 
INS captures various aspects of governance that directly affect property rights, 
political instability, policy continuity and other factors which have a bear-
ing on the ability to carry out business transactions. Adjacency (ADJ) and 
common business language can facilitate trade by reducing transaction cost 
and through better understanding of each other’s culture and legal systems.
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The free trade agreement dummy variable (FTA) is included in the model 
to capture the impact of tariff concessions offered under these agreements. 
All countries covered in our data set are members of one or more FTAs. In 
theory, network trade is considered to be relatively more sensitive to tariff 
changes (under an FTA or otherwise) compared to conventional horizontal 
trade (Yi 2003). Normally a tariff is incurred each time a good in process 
crosses a border. Consequently, with a one percentage point reduction in 
tariff, the cost of production of vertically-integrated goods declines by a 
multiple of this initial reduction. Moreover, a tariff reduction may make 
it more profitable for goods previously produced in their entirety in one 
country to now become vertically fragmented. Consequently, the trade-
stimulating effect of an FTA would be higher for network trade than for 
normal trade, other things remaining unchanged. However, in reality, the 
trade effect of any FTA would depend very much on the nature of the rules 
of origin (ROOs) built into it. The trade-distorting effects of ROOs are 
presumably more detrimental to network trade than to conventional final 
goods trade, because of the inherent difficulties involved in delineating the 
product for duty exemption and because of the transaction costs associated 
with the bureaucratic supervision of the amount of value-added in produc-
tion coming from various sources (Krishna 2006). Formulating ROOs for 
network related trade is a rather complicated business. The conventional 
value-added criterion is virtually not applicable to this trade because the 
products involved are low-value-added by their very nature. The only viable 
option is to pursue the so called change-in-tariff-lines-based ROOs, but this 
leads to insurmountable administrative problems because trade in electrical 
and electronics goods, and their related components, belong to the same 
tariff codes at the HS-6 digit level, which is the normal base for designing 
these type of ROOs. Moreover, the process of global production sharing 
is characterized by the continuous emergence of new products. Given the 
obvious administrative problems involved in revising ROOs in tandem, the 
emergence of new products naturally opens up room for unnecessary admin-
istrative delays and the tweaking of rules as a means of disguised protection.

Among the other variables, the two country dummy variables, DIND 
and DODV, are included (by treating the East Asian countries as the base 
dummy) to capture the impact of various other factors not captured by the 
other explanatory variables on export performance of India and the other 
developing countries, respectively. Finally, DAFC and DGFC are included 
to control for trade disruptions during the East Asian financial crisis and the 
recent global financial crisis.
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The export equation is estimated using annual data compiled from exporter 
records in the UN trade data system35 during the period 1996–2009. Even 
though the prime focus of our analysis is on network trade, disaggregated 
into parts and components and final assembly, we estimate the model for 
total manufacturing trade as well for the purpose of comparison. Our data set 
covers the export trade of 20 developing countries with 45 partner countries 
(including the 20 countries). All countries that accounted for 0.01% or more 
of total world manufacturing exports in 2004–05 are included in the country 
list. The trade data in nominal US$ are converted into real terms using US 
trade price indices extracted from the US Bureau of Labor Statistics data-
base. Data on real GDP and per capita GDP are extracted from the World 
Bank World Development Indicators database. Data on LPI is taken from the 
Logistics Performance Index database of the World Bank (Arvis et al. 2007). 
This index is based on a worldwide survey of global freight forwarders and 
express carriers complemented by a number of qualitative and quantitative 
indicators of the domestic logistics environment, institutions, and perfor-
mance of supply chains. Logistic quality of the individual countries covered 
are assessed on a “1-to-5 scale” (1 for the worst performance and 5 for the 
best) focusing on seven areas of performance: (a) efficiency of the clearance 
process by customs and other border agencies; (b) quality of transport and 
information technology infrastructure; (c) ease and affordability of arrang-
ing international shipments; (d) competence of the local logistics industry;  
(e) ability to track and trace international their shipments; (f) domestic logistic 
costs; and (g) timeliness of shipments in reaching their destination.

Institutional quality (INS) is measured by the International Country Risk 
Guide (ICRG) index compiled by the Political Risk Services Group, which 
is the most widely used variable to measure the quality of governance in the 
empirical growth and trade literature. It measures the ability of governments  
to carry out their declared programs and legislative strength.36 The indica-
tor runs on a seven point scale from 0–6, with higher values representing 
less corruption (or a higher control over corruption). The data on bilateral 
distance comes from the trade patterns database of the French Institute for 
Research on the International Economy (CEPII). The CEPII distance meas-
ure is a composite measure of the bilateral great-circle distance between 

35. United Nations Statistical Office, Commodity Trade Statistics (Comtrade) Database. 
http://comtrade.un.org/db/ (accessed in January–March 2013).

36. In experimental runs we used three other alternative indicators of institutional quality 
(governance), (rule of law, government effectiveness, control of corruption) from the World 
Bank’s World Governance Indicators database. The results were comparable in the standard 
OLS estimation. However, we were not able to use these indicators in FE and HT estimations 
because of data gaps.
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major cities of each economy compiled by taking into account the trading 
significance of each city in each economy. For a complete listing of vari-
ables and data sources see Appendix B.

Of the three standard panel data estimation methods (pooled OLS, 
random-effects, and fixed-effects estimators), the fixed effect estimator 
is not appropriate in this case because the model contains a number of 
time-invariant explanatory variables which are central to our analysis. In 
experimental runs, we used both pooled OLS and random-effects (RE) 
estimators. The Breusch Pagan Lagrange multiplier test favored the use of 
the random effects estimator (REE) over the OLS counterpart. However 
the simple RE estimators can yield biased and inconsistent coefficient 
estimates if one or more explanatory variables are endogenous (that is, if 
they are jointly determined with the dependent variable). In our case, there 
are reasons to suspect that FTA and reporting country GDP are potentially 
endogenous for a number of reasons (Baier and Bergstrand 2007; Brun  
et al. 2005). The endogeneity problem is particularly important in estimating 
the impact of FTA on bilateral trade flows because the trade agreements 
are normally signed between countries that already have achieved certain 
levels of bilateral trade. Unobserved characteristics of some country pairs 
that may facilitate FTAs, such as political links and security concerns, can 
also result in the correlation of FTA dummies with the error term. There 
can also be reverse causation running from trade to GDP, even though the 
potential endogeneity problem may not be as important as in the case of the 
FTA variable in the context of a cross-country gravity model. Given these 
concerns, we reestimated the model by the instrumental variable estimator 
proposed by Hausman and Tayler (1981) (henceforth HTE estimator). The 
HTE addresses the endogeneity problem in cross-section gravity models 
by using instruments derived exclusively from inside the model to capture 
various dimensions of the data. Its superiority over REE in generating con-
sistent coefficient estimates of the gravity model has been demonstrated by 
a number of recent studies.37

The preferred HTE estimates for exports of network products and total 
manufacturing are reported in Table 8. Note that we have deleted the dummy 
variables for common language (COML), common land border (ADJ) and 
colonial links (CLK) for the final estimates because these three variables 
turned out to be statistically insignificant in experimental runs in all cases. 
In order to examine whether there are differences between parts and com-
ponents (P&C) and final assembly in relation to the postulated impact of the 

37. See Egger (2005) and Serlenga and Shin (2007), and the works cited therein.
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explanatory variables, we estimated the equation for total network products 
with an intercept dummy variable for P&C and its interaction with all other 
determinants (slope dummies). This approach is equivalent to estimating 
two separate regressions for the two categories but has the added advantage 
of providing a direct test of the statistical significance of the differences 
between the estimated coefficients. In all regression runs, the logistic per-
formance index (LPI) variable turned out to be statistically insignificant in 
the full models, for both network products and total manufacturing, because 
of its high correlation with the exporter’s per capita GDP (PGDP-exporter). 
We have therefore reported two equations, with and without PGDP-exporter, 
given the importance of LPI for our analysis.

In the final equation for network products we have retained only the 
statistically significant dummy interaction terms of P&C.38 Only three inter-
action variables (P&C*logPGDPimporter, P&C*logRER and P&C*FTA) 
turned out to be statistically significant, and the magnitude of the regression 
coefficients are very small. The results therefore suggest that there is no 
notable difference between exports of P&C and final assembly in terms of 
the relevant determinants.

The coefficients of the two standard gravity variables (GDP and DST) in 
all equations, and those of most of the other variables statistically significant 
with the expected signs. The magnitude of the coefficient of the distance 
variables (about 1.5) is consistent with results of previous gravity model 
applications to modeling trade flows (Bergeijk and Brakman 2010).

To comment specifically on the evidence directly relevant for this paper, 
the hypothesis that the level of development, measured by per capita GDP 
relevant for explaining network trade is strongly supported by the results. 
The elasticity of network exports to per capita GDP of the exporter and 
the partner is 0.39 and 0.36, respectively (Equation 1.1). The comparable 
figures for total manufacturing exports (0.21 and 0.17) are much smaller in 
magnitude and the differences are statistically significant.39 Interestingly, 
the coefficient of LPI is statistically insignificant (albeit with the expected 
positive sign) in both cases, supporting our hypothesis that the stage of 
development (measured by per capita GDP) is a good surrogate variable 
for the quality of trade related logistics. The coefficient of LPI becomes 
highly significant for network products when the equation is estimated after 

38. The deletion of the other dummy variables was supported by the standard F test for 
joint significance.

39. In this section we simply infer statistical significance of the difference between two 
coefficients by testing whether the difference is within (“insignificant”) or beyond (“signifi-
cant”) two standard-error bands from each coefficient.
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T A B L E  8 .  Determinants of Bilateral Trade Flows (1996–2009)

Network products  Total manufacturing

Variable Equation 1.1 Equation 1.2 Equation 2.1 Equation 2.2

(3) (4) (1) (2)

log Gdp exporter 1.25***
(7.80)

1.56***
(19.87)

1.31***
(13.08)

1.41***
(22.05)

 log Gdp importer 1.14***
(5.70)

1.72***
(16.96)

1.50***
(13.49)

1.70***
(24.29)

log pGdp exporter 0.39***
(4.21)

0.21***
(2.78)

log pGdp importer 0.36*
(5.71)

0.33***
(5.32)

0.17*
(1.95)

0.14*
(1.87)

log dST –1.55***
(–6.02)

–1.42***
(–10.68)

–1.57***
(–11.90)

–1.54***
(–15.67)

log rEr 0.40***
(10.29)

0.38***
(9.66)

0.28***
(10.21)

0.27***
(9.83)

log InS 0.36***
(5.71)

0.40***
(6.27)

0.33***
(7.88)

0.35***
(8.38)

fTa 0.16***
(2.88)

0.18***
(2.84)

0.11***
(2.80)

0.11***
(2.84)

lpI 0.11
(0.36)

0.40***
(2.89)

0.03
(0.26)

0.19*
(1.86)

afc –0.06
(0.68)

–0.27**
(3.74)

0.18**
(3.23)

0.10*
(21.98)

Gfc –0.26***
(–5.93)

–0.34***
(–7.59)

–0.23***
(–7.13)

–0.25***
(–7.58)

Ind –1.76***
(–2.82)

–3.34***
(–8.11)

–1.37***
(–2.82)

–1.87***
(–5.83)

odV –1.54***
(–3.78)

–2.96***
(–7.42)

–1.34***
(–3.78)

–1.65***
(–7.42)

p&c* log pGdp-importer 0.02***
(7.85)

p&c* log rEr –0.05***
(–4.97)

–0.05***
(–4.56)

p&c *fTa –0.06***
(3.86)

–0.06***
(3.66)

constant –23.05***
(–7.45)

–23.05***
(–7.45)

–43.93***
(–13.00)

–30.65***
(–16.45)

f statistic 38.62 38.62 73.24 49.31
observations 10417 10417 11862 11881
number of pairs 911 911 922 911

Source: own estimations based on data sources detailed in the text.
notes: T-ratios are given in brackets with statistical significance of regression coefficients denoted as 

*** 1%, ** 5%, and *10%. The t-ratios are based on standard errors computed from the robust covariance 
matrix that allows for clustering as well as heteroskedasticity. Time dummies are included in all regressions 
but are not reported here.
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deleting the exporting country per capita GDP variable (Equation 1.2). The 
result suggests that a one notch upward movement in the LPI quality ladder 
is associated with 0.4% increase in total network exports. The coefficient of 
LPI in the equation for total manufacturing exports is much smaller (0.19) 
and is significant only at the 10% level. Thus the results point to the impor-
tance of the quality of service link cost in determining a country’s attraction 
as a location within global production network.

The results for the real exchange rate RER variable suggest that network 
trade is relatively more sensitive to the international competitiveness of 
traded goods production in a given country: RER elasticity of network 
exports is 0.40 compared to 0.28 for total manufacturing and the difference 
is statistically significant. The coefficient of the FTA variable is statisti-
cally significant in all four equations but larger in magnitude for network 
products (0.16 compared to 0.12 for total manufacturing). This result is 
consistent with the fact that tariffs on final electrical and transport equip-
ment still remain high in most countries (WTO 2011). The coefficient of 
the FTA variable for parts and components is smaller (0.12) compared to 
that for final assembly (0.18). This is consistent with the fact that almost all 
Asian countries permit duty-free entry of parts and components as part of 
their export promotion policy package. Also most countries covered in our 
dataset have significantly liberalized trade in information technology prod-
ucts as part of their commitments under the WTO Information Technology 
Agreement which came into effect in 1996 (Menon 2013).

Finally, the coefficient of the India dummy variable (DIND) is highly 
significant with a negative sign in all equations. The estimated coefficient 
for network exports suggests that after controlling for the other explanatory 
variables, the level of network exports from India is only one-fifth of the 
average level of the East Asian countries. There is, however, no notable 
difference between India and the other developing countries relative to the 
East Asian countries.

There can be many country-specific idiosyncratic effects that lie behind 
the India–East Asia difference. But one particularly important difference is 
that as first comers in this area of international specialization, East Asian 
countries offer considerable agglomeration advantages for companies that 
are already located there. The site selection decisions of MNEs operating 
in assembly activities are strongly influenced by the presence of other key 
market players in a given country or neighboring countries. Against the 
backdrop of a long period of successful operation in the region, many MNEs, 
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particularly the US-based ones, have significantly upgraded the techni-
cal activities of their regional production networks in Southeast Asia and 
assigned global production responsibilities to affiliates located in Singapore 
and more recently also to those located in Malaysia and Thailand. All in all, 
the results seems to support the view that MNE affiliates have a tendency to 
become increasingly embedded in host countries the longer they are present 
there and the more conducive the overall investment climate of the host 
country becomes over time (Rangan and Lawrence 1999).

6. Conclusions and Policy Implications

Global production sharing has become an integral part of the global economic 
landscape. Trade within global production networks has been expanding 
more rapidly than conventional final-goods trade. The degree of dependence 
on this new form of international specialization is proportionately larger in 
the high-performing East Asian countries compared to the other developing 
countries. India still remains a minor player in global production sharing, 
notwithstanding its geographical proximity to the dynamic East Asian econo-
mies. India’s export performance during the reform era has been dominated 
by resource-intensive products (SITC 6) and the standard labor-intensive 
products (SITC 8). So far there are no clear signs of India entering into global 
and regional production networks in electronics and electrical goods, which 
have been the prime mover of export dynamism in the successful export-
oriented economies in East Asia. Of course, India still has a vast untapped 
potential for expanding traditional labor-intensive manufactured goods, 
but these goods account for a much smaller and diminishing share in world 
manufacturing trade compared to trade in parts and components and final 
assembly within global production networks.

The findings of this study give credence to the case made in a number 
of influential studies for further reforms to improve India’s export perfor-
mance (e.g., Bhagwati and Panagariya 2013; Joshi 2008; Krueger 2010; 
Panagariya 2004, 2008, 2013; Srinivasan 2012). Relative to the first four 
decades following independence, India’s policy reforms since 1991 have 
certainly achieved a great deal in unshackling the economy and integrated it 
into the world economy. However, as extensively discussed in this literature 
there are still many unresolved problems relating to the overall investment 
climate, in general and the anti-export bias in the policy regime, in particular. 
There is also a significant unfinished agenda of behind-the-border reforms. 
Regulations impacting on private sector activities have become less onerous 
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since the start of the reforms, but there are various sector-specific regulations 
in abundance. While the the License Raj (the infamous industrial licensing 
policy) has been largely eliminated at the center, it still survives at the state 
level along with a pervasive Inspector Raj. Despite recent reforms, India’s 
foreign investment regime still reflects the tension between the traditional 
aversion to foreign investment and the current recognition of its importance 
to economic development. Private investors, both foreign and local, require 
a large number of permissions (for example, electricity and water supply 
connections, water supply clearance and so on) from state governments 
to start business and they also have to interact with the state bureaucracy 
in the course of day-to-day business. Stringent labor laws and restrictive 
labor market practices are among other prominent issues. These issues 
are reflected in India’s poor ranking among the countries in the region, in 
particular the dynamic export-oriented economies in East Asia, in terms of 
various indicators of ease of doing business.40 Moreover, so far India has 
not been successful in using SEZs as an effective vehicle for providing 
foreign investors with a suitable investment climate that is insulated from 
the remaining distortions in the rest of the economy. Smooth functioning 
of the India SEZs has also been constrained by the controversial issue of 
land acquisition and unresolved issues relating to the relaxation of labor 
laws for the SEZ firms.

As discussed in Section 2 and supported by the findings of the empirical 
analysis in the rest of the paper, completing this unfinished reform agenda 
is even more important for linking India into global production networks 
than for the expansion of the standard labor-intensive products and other 
conventional exports. The relative importance attached by firms to service-
link costs compared to labor cost is much more important in this new form 
of international exchange. This means that the economic base of the host 
country is the ultimate draw for investors in this area: just offering incentives 
for investors cannot compensate for the lack of such a base. International 
vertical integration of manufacturing naturally increases the risks associated 
with supply delays and disruptions in a given location within the produc-
tion network, because it can bring the operation of the entire production 
network to a halt. In the current business climate in India such disruptions 
could take many forms, including shipping delays, strikes, power outage or 
political disturbances.

40. India’s global ranking on various indicators has been extensively documented. For a 
recent comparison, including comprehensive coverage of the relevant studies, see Hoda and 
Rai (2013). 
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Is there a case for proactive policies to attract FDI, in addition to improving 
the economic base through further reforms in order to effectively link Indian 
manufacturing to global production networks? As discussed (Section 2),  
over time global production sharing has expanded well beyond the confines 
of intra-firm activities of MNEs, but there is compelling evidence that MNEs 
are still the leading vehicle for developing countries to enter global produc-
tion networks. There are also compelling economic reasons which support 
the argument that countries may not be able to attract the volume of FDI 
that their economic base merits without active investment promotion (Wells 
and Wint 2000). Despite their size and global reach, MNEs do not always 
have perfect information on potential sites: “Most companies consider only a 
small range of potential investment locations [and] many other countries are 
not even on their map” (Wells and Wint 2000). Given this “market failure 
in information,” the decision making process relating to site selection can 
be subjective and biased. Moreover, as an increased number of countries 
embrace liberalization reforms, there is tense competition in the market for 
investment sites: many potential host countries compete for attracting big 
players in global industries to their countries. Therefore, it may be worth-
while for a country to invest in altering the perceptions of potential investors 
by improving its image, and not taking economic fundamentals as given.

It is important to emphasize that investment promotion is not the same 
as giving subsidies or financial incentives, although incentives can play 
a role at the margin when investors choose among alternative locations 
with similar economic fundamentals required for the long term viability 
of their operations. The focus of the investment promotion campaign can 
be general (aimed at home countries with potential investors), industry 
specific (investors in industries in which the host country has an actual 
or potential competitive edge), or investor specific. Effective investment 
promotion should go beyond simply marketing the country and also focus 
on facilitating and coordinating the perquisites for setting up operations and 
effective functioning when the MNEs decide to set up production plants. 
This involves addressing potential failures in markets and institutions for 
skills, technical services or infrastructure in relation to the specific needs 
of targeted investors.

The experiences of Ireland (Ruwane and Gorg 2001), Singapore 
(Wong 2007), Costa Rica (MIGA 2006; Rodriguez-Clare 2001), Penang 
(Athukorala 2014), and more recently of Vietnam (Altman 2007; Athukorala 
and Tien 2012) suggest that well-focused investment promotion can be 
very effective in attracting FDI in line with the country’s development 
priorities. Investment promotion in Ireland, Singapore, and Penang was 
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primarily industry specific, targeting electronics and the related supporting  
industries. Costa Rica provides an example of targeting a specific MNE 
(Intel). Vietnam’s approach is much more broad-based, but in recent years 
it has been successful in attracting two large players in the electronics indus-
try (Intel and Samsung) through targeted promotion. In all these countries, 
investment promotion has gone well beyond the initial marketing stage, 
to facilitating the operation of the newly established foreign ventures. For 
instance, in Costa Rica and Vietnam the governments’ commitment to 
invest in training to meet the future skill needs of its local operations was a 
major factor considered by Intel in its site selection decision. In Singapore, 
the government went even further and involved MNE managers in design-
ing training and infrastructure programs. The state government of Penang 
joined hands with MNEs in setting up the Penang Skill Development Centre  
to train middle-level technicians, which is now hailed the world over as 
a successful case of public-sector-MNE collaboration in human capital 
development. The state government of Penang also adopted an innovative 
approach of involving managers of MNE affiliates, operating in the state, 
in its investment promotion campaigns in the respective home countries. 
The experiences of these countries also show that, in global industries like 
electronics and electrical goods, initial success in attracting a big player/
players to set up operations in a country breeds success because in these 
industries there is something akin to herd mentality in the site selection 
process of MNEs.

The remarkable success of the Indian software industry, a highly visible 
symbol of India’s emergence in the world economy, is perhaps illustrative 
of India’s growth potential through production sharing spurred by reforms 
(Desai 2002; Krueger 2010). The software industry is unique in India in 
that restrictions on MNE entry have been virtually abolished. Now virtually 
every major global company in the software industry has a base in India 
and the entry of MNEs has opened up opportunities for Indian companies 
to thrive through functional specialization, and to develop niche products 
and services for large clients abroad. Liberalization of FDI has also been 
accompanied by the removal of quantitative restrictions on imports of com-
puters and peripherals, and drastic cuts in import tariffs on these products and 
significant telecommunication reforms. In addition to these reforms, which 
laid the foundations that made the domestic software industry internation-
ally competitive, there are other product-specific features which make the 
software industry immune to the trade-retarding effects of the investment 
climate. For instance, the fact that IT was not heavily dependent on Indian 
infrastructure (being able to transmit services via satellites) certainly gave 
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IT firms an advantage over manufacturers who might otherwise have had to 
depend on roads and ports to export their goods. Regulations surrounding 
the employment of labor were largely not binding because the labor needs 
of the IT sector consisted largely of skilled workers. As it was a start-up 
industry, most of the behind-the-border controls and regulations affecting 
firms in other industries were not a binding constraint for IT firms (Krueger 
2010). Finally, the powerful Indian diaspora in the global software Industry 
(the so-called IIT mafia) played a vital role in “selling the country… [by]… 
leveraging its own strength with India’s comparative advantage” (Kapur 
2010: 262).41

Appendix

(A) Trade Data Compilation

The data used in this section for all countries other than Taiwan are compiled 
from the United Nation’s Comtrade Database42, based on Revision 3 of the 
Standard International Trade Classification (SITC Rev. 3). Data for Taiwan 
are obtained from the trade database (based on the same classification system) 
of the Council for Economic Planning and Development, Taipei. (the UN 
trade data reporting system, Comtrade database).

Parts and components are delineated from the reported trade data 
using a list compiled by mapping parts and components in the UN Broad 
Economic Classification (BEC) with the Harmonized System (HS) of trade 
classification at the 6-digit level. The product list of the WTO Information 
Technology Agreement Information, gathered from firm-level surveys 
conducted in Thailand and Malaysia were used to fill gaps in the BEC list 
of parts and components. Data compiled at the HS 6-digit level were con-
verted to the SITC (based on the SITC Revision 3) for the final analysis 
using the UN HS-SITC concordance.43 It is important to note that parts and 
components, as defined here, are only a subset of the “intermediate goods”, 
even though the two terms have been widely used interchangeably in the 
recent literature on global production sharing. Parts and components, are 

41. The “diaspora effect” has not materialized in other industries perhaps because of the 
absence of favorable domestic policies: “The well-known infrastructural and policy weaknesses 
in manufacturing have steered the diaspora’s role in IT more towards the software side, rather 
than developing the hardware sector” (Kapur 2010: 262).

42. http://comtrade.un.org/db/ (accessed in January–March 2013).
43. For details on the method of classification and the list of parts and components see 

Athukorala (2010). 
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inputs further along the production chain. Parts and components, unlike the 
standard intermediate inputs, such as iron and steel, industrial chemicals 
and coal, are “relationship-specific” intermediate inputs; in most cases they 
do not have reference prices, and are not sold on exchanges, and are more 
demanding on the contractual environment (Nunn 2007). Most (if not all) 
parts and components do not have a “commercial life” their own, unless 
they get embodied in a final product.

There is no hard and fast rule applicable to distinguishing between parts/
components and assembled products in international trade data. The only 
practical way of doing this is to focus on the specific product categories in 
which network trade is heavily concentrated (Krugman 2008). Once these 
product categories have been identified, assembly trade can be approxi-
mately estimated as the difference between parts and components—directly 
identified based on our list—and recorded trade in these product categories.

Guided by the available literature on production sharing, we identified 
seven product categories: office machines and automatic data processing 
machines (SITC 75), telecommunication and sound recording equipment 
(SITC 76), electrical machinery (SITC 77), road vehicles (SITC 78), pro-
fessional and scientific equipment (SITC 87), and photographic apparatus 
(SITC 88). It is quite reasonable to assume that these product categories 
contain virtually no products produced from start to finish in a given country.  
However, admittedly the estimates based on this list do not provide full 
coverage of final assembly in world trade. For instance, the outsourcing of 
final assembly does take place in various miscellaneous product categories 
such as clothing, furniture, sporting goods, and leather products. It is not 
possible to meaningfully delineate parts and components and assembled 
goods in reported trade in these product categories because they contain 
a significant (yet unknown) share of horizontal trade. Likewise, assembly 
activities in software trade have recorded impressive expansion in recent 
years, but these are lumped together in the UN data system with “special 
transactions” under SITC 9. However, the magnitude of the bias resulting 
from the failure to cover these items is unlikely to be substantial because 
network trade in final assembly is heavily concentrated in the product cat-
egories covered in our decomposition (Yeats 2001; Krugman 2008).

Although SITC Rev 3 was introduced in the mid-1980s, a closer exami-
nation of country-level data shows that data recording systems in many 
countries have considerable gaps in the coverage of parts and component 
trade until about 1990. Therefore, we use 1992 as the starting year of data 
disaggregation for the inter-country comparison of trade based on global 
production sharing.
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(B) Variables Used in Estimating the Export Equation: Definitions and  
Data Sources

Label Definition Data Source/variable construction
TRD Value of bilateral trade (imports and exports) 

in uS$ measured at constant (2000) price. 
Exports (at cIf price, uS$): compiled 
from importer records of un-comTradE, 
online database (http://comtrade.un.org/
db/ (accessed in January-march 2013)
Exports and import values are deflated 
by uS import and export price indices 
extracted from the uS Bureau of labor 
Statistics database (http://www.bls.gov/
ppi/home.htm). 

GDP real Gdp (at 2000 price) World development Indicator, The World 
Bank 

DST Weighted distance measure of the french 
Institute for research on the International 
Economy (cEpII), which measures the bilateral 
great-circle distance between major cities of 
each country 

french Institute for research on the 
International Economy (cEpII) database

RER real exchange rate:

RERij = NERij *
Pj

D

Pi
W

where, nEr is the nominal bilateral exchange 
rate index (value of country j’s currency in 
terms of country i’s currency) currency), pW 
in price level of country j measured by the 
producer price index and pd is the domestic 
price index of country i measured by the 
Gdp deflator. an increase (decrease) in RERij 
indicates improvement (a deterioration) in 
country’s international competitiveness 
relative to country j. 

constructed using data from World 
Bank, World development Indicators 
database. The mean-adjusted rEr is used 
in the model. This variable specification 
assumes that countries are in exchange 
rate equilibrium at the mean.

LPI World Bank logistic performance index
The original index (1: worst to 6: best scale) 
converted “1 to 100”.

lpI database, World Bank (arvis et al. 
2007)

INS Institutional (governance) quality
(“1:worst to 100: best” scale)

International country risk index
rpS Group (http://www.prsgroup.com)

RTA a binary dummy variable which is unity if both 
country i and country j are signatories to a 
given regional trading agreement (rTa)

cEpII database

COML a dummy variable which is unity if country i 
and country j have a common language and 
zero otherwise.

cEpII database

ADJ a binary dummy variable which is unity if 
country i and country j share a common land 
border and zero otherwise 

cEpII database
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Comments and Discussion
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Professor Prema-chandra’s paper offers a mix of analytical approaches 
including historical, anecdotal, and descriptive accounts, along with regres-
sion based evidence to examine India’s experience with global production 
networks.

The foundation of his argument is that India’s export performance has 
been fairly disappointing, particularly in “network industries” where “global 
production sharing” is important. While road vehicles have been an excep-
tion to India’s disappointing export performance, this likely reflects the large 
domestic market rather than particular strength in this industry. The paper 
concludes that logistics and institutions appear to matter particularly for net-
work productions. Second, India’s poor performance is not fully explained  
by the variables examined in the paper. Finally, the idea that managerial tal-
ent and a middle class workforce are particularly important in these network 
industries is also suggested. Because India has a reputation for being rich in 
talent, specifically in engineering and middle level managerial talent, this 
is a somewhat incongruous result.

For the regression based evidence, I would have liked to pool the samples 
and constrain some coefficients to be equal providing for a simpler compari-
son of coefficients. Similarly, I would have liked a much greater discussion 
on the standard errors given the panel nature of the data with no significant 
time variation. Finally, I’m not entirely sure that the politics variable from 
International Country Risk Guide (ICRG) is well suited to this purpose. It 
is a well-known variable, but it is not clear why it is used here. Variables 
for intra-firm trade and issues in intellectual property protection would be 
interesting to use given the emphasis on contractibility.

The paper places a great deal of emphasis on certain manufacturing sec-
tors. In fact, this is really a paper about a few Standard International Trade 
Classification (SITC) codes, but it remains unclear why these specific codes 
were chosen over others. Similarly, the distinction between parts and assem-
bly was ambiguous. Assemblies appear to be residuals, meaning they are the 
sum of parts and components subtracted from the total, however the way in 
which assemblies are calculated was not clear. At the heart of the paper lies 
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the issue of what “global production sharing” actually refers to. There are 
several possibilities. The narrowest way to read this paper is that it is about 
a subset of manufacturing trade. It is about what is going on with these four 
SITC codes. If this is the correct reading, the reason for choosing these codes 
should be elaborated further. Alternatively, this paper could be about trade 
in intermediate goods, in which case a different data source would be more 
convincing. Finally, this paper may also be about off-shoring and intra-firm 
trade. Multinationals, in the language of this argument, are the sine qua non 
for network trade. In this case the paper is really about multinationals, and 
more attention needs to be paid to intra-firm trade. In particular, there are  
databases on intra-firm trade for the United States, for Germany, that are 
very good for this type of issue, and might be more interesting than bilateral 
trade data.

Another possible focus could be foreign direct investment. Exploring 
the distinction between horizontal and vertical arrangements and between 
offshoring and outsourcing would be critical. As one example, Apple’s 
manufacturing is happening at arm’s length, or quasi arm’s length, through 
Foxconn. The paper should be clear about the differences between these 
types of FDI arrangements, and which one it is really focused on. The 
paper’s policy discussion might also expand toward, for example, owner-
ship restrictions. If one is considering FDI decisions and breaking up the 
production process, then being forced to share ownership is quite important.

Finally, the process of global fragmentation has taken on new levels of 
sophistication which creates new imperatives for India’s policy-makers. 
Specifically, firms have become adept at splintering their headquarters, 
which used to be immutable and stationary in one country. Corporations are 
dividing their financial home, legal home and home for managerial talent 
across jurisdictions. As one example, one might think of Samsonite as an 
American company. But, it is listed in Hong Kong. Its legal home is in the 
Caribbean, and its managerial talent sits in Massachusetts. This shift has 
taken place in a number of different companies. This is the new domain of 
competition for jurisdictions. Additionally, these production and headquarter 
decisions cannot be understood without paying attention to tax incentives. 
The policy debate in developed countries is largely about tax incentives 
for mobile income associated with R&D and patents. The location of intel-
lectual property gives rise to significant production locational decisions as 
well. In Apple’s case, a large part of Apple’s IP is located in Ireland for tax 
reasons and this complicates the possibility of locating production facilities 
in America. In short, tax incentives are altering intellectual property deci-
sions that in turn dictate production decisions.
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Rajesh Chadha 
NCAER

The paper makes an important contribution to the understanding of India’s 
participation in global production sharing in the manufacturing sectors. While 
India has played a significant role in sharing global software services, its 
performance has been unimpressive with regards to manufactured products.

Many input–output technique-based studies measure the degree of 
dependence of manufacturing production and trade of selected countries 
on global production sharing using trade flows between MNEs and their  
foreign affiliates. These studies point to the growing importance of produc-
tion sharing in world trade and the increasing cross-border interdependencies 
in the world economy.

The paper provides rich information on network trade. It points out that 
India lags significantly behind as far as processing and assembly activities 
are concerned. India’s composition of network exports is biased heavily in 
favor of road vehicles and other transport equipment, accounting for more 
than 48 % of its total network exports. The corresponding number is 14 % 
for East Asia and only 11.5 % for China. In contrast, the shares of India’s 
network exports are extremely low for office machines and automatic data 
processing machines, telecommunication and sound recording equipment 
and semiconductors. The corresponding values are much higher for China 
and East Asia on the whole.

The author has argued that the concentration of India’s network exports 
in favor of road vehicles and auto components may be due to very high 
customs duty on passenger cars as compared with auto parts, thus giving 
exceedingly high effective protection to road vehicles. This phenomenon 
has possibly driven automotive MNEs to set up production plants in India 
to produce for the global market, not just for the Indian market.

On the contrary, India’s global production networking is abysmally 
insignificant in electronics, electrical goods and related products. While 
a number of large MNEs, including Nokia, Samsung and LG, have set up 
production bases in India, these are predominantly involved in production 
for the domestic market and not for exports. The Special Economic Zones, 
which had played an important role in East Asia’s network exports, have not 
been helpful for India despite the enactment of the SEZ Act of 2005. The 
only East Asian country which compares with India’s failure of developing 
its network trade in electronics is Indonesia. The labor market rigidities in 
Indonesia have been cited to be the major cause of the presence of failing 
MNEs there.
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One of my major comments relates to the author’s observation on the 
rapidly growing intermediate or parts and components trade versus the over-
all manufacturing trade of the finished goods. This is somewhat puzzling 
because when we talk of parts and components, I do understand that they 
switch between countries multiple number of times. So when we say that 
the trade in parts and components has grown by say, 30 % versus the final 
goods trade growing by 10 %, I do not know how to discount the multiple 
crisscrossing through countries’ borders. So the growth pattern of final 
assembly or final goods versus the multiple entry of intermediates raises 
question of data classification of intermediate versus final goods. A good may 
be “final” for a manufacturing firm in an “exporting country” but the same 
may be “intermediate” for a manufacturing firm in the “importing country”.

Further, comparing export data of, say Hong Kong, with that of, say 
Malaysia or India, is likely to have some oddity. The distinction between 
the shares of entrepot trade of a country vis-à-vis its network trade may not 
be easy.

The issue of network trade is not something new. It has always been 
there, albeit in smaller proportion. This phenomenon is based mainly on 
shifting/dynamic forces of Ricardian comparative advantage. A Japanese 
economist Akamatsu had written about this issue way back in the 1930s and 
had named it as the “flying geese investment”. It is inverted, “V” shaped 
formation. When a particular sector becomes “sunset” in one country it 
may be “sunrise” in another country. The relative wage rate advantage in 
a developing country attracts assembly operations to it from a developed 
economy. The developed economy may continue to provide the special-
ized parts and components from its own production facilities or set up such 
production facilities in some other developing countries.

The share of network trade in India’s exports has been low because of 
the absence of enthusiastic MNEs and FDI which have shied away because 
of the issues of labor law rigidities, land acquisition, inspector-raj, avail-
ability of infrastructure, governance, etc. In fact, these factors have not only 
discouraged FDI and investment by MNEs but have had equally debilitat-
ing effect on domestic investment in manufacturing sectors particularly the 
unskilled/semi-skilled labor-intensive sectors. The share of manufacturing 
has been stagnant around 17 % ever since economic reforms were initiated 
in 1991.

Finally, I would like to draw the author’s attention to the new Made in the 
World initiative taken by WTO (http://www.wto.org/english/res_e/statis_e/
miwi_e/miwi_e.htm).
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Today, companies divide their operations across the world, from the design of the 
product and manufacturing of components to assembly and marketing, creating 
international production chains. More and more products are “Made in the World” 
rather than “Made in the UK” or “Made in France”. The statistical bias created by 
attributing the full commercial value to the last country of origin can pervert the 
political debate on the origin of the imbalances and lead to misguided, and hence 
counter-productive, decisions. The challenge is to find the right statistical bridges 
between the different statistical frameworks and national accounting systems to 
ensure that international interactions resulting from globalization are properly 
reflected and to facilitate cross border dialogue between national decision makers.

New databases are required to undertake more sophisticated studies on 
global production sharing, network and processing trade. One such initia-
tive has been taken by the European Commission by preparing the World 
Input–Output Database (http://www.wiod.org/new_site/home.htm).

Production processes increasingly fragment across borders. This fundamentally 
alters the nature of international trade with deep consequences for the location of 
production. The World Input–Output Database (WIOD) is the first public data-
base that contains new information on these trends and provides the opportunity 
to analyse the consequences of fragmentation, for example for shifting patterns 
in demand for skills in labor markets, or for local emissions of air pollutants.  
WIOD provides time-series of world input–output tables for forty countries world-
wide and a model for the rest-of-the-world, covering the period from 1995 to 2011. 
These tables have been constructed in a clear conceptual framework on the basis of 
officially published input–output tables in conjunction with national accounts and 
international trade statistics. In addition, WIOD provides data on labor and capital 
inputs and pollution indicators at the industry level that can be used in conjunction 
enlarging the scope of possible applications.

A very useful paper that may also be referred to is: http://www.wiod.org/
publications/papers/wiod10.pdf.

General Discussion

Rohini Somanathan expressed surprise at India being more successful in 
high value-added products such as automobiles. She enquired about the 
importance of the price of land as well as the domestic market. It is said that 
there is a big domestic market for automobiles and that also helps exports. 
But it seems that when Ford initially set up its plant in Chennai, it exported 
more than it sold in the Indian market.
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Following up on the comments by Mihir Desai, T.N. Srinivasan said that 
it was not clear why there is focus on a particular component of trade—in 
this case what is being termed network trade—unless it is associated with 
some externalities that otherwise would not be realized. If we view the 
policy problem as creating an environment in which the decisions taken by 
all who are participating in the production, consumption and trade enable 
their transactions costs to be minimized that is one thing. There you do not 
focus on any one set of products but on creating a broad favorable environ-
ment for trade.

Srinivasan further said that if the intra-firm trade is at the heart of this 
trade, the aggregate country level data which the paper is using for the 
analysis is not the right one and firm level data is what would be required.

Rajnish Mehra said that taxation may be crucial to this trade, especially 
the intra-firm component. So if you look at R&D, which is expensed rather 
than depreciated, you find these being concentrated where you have the 
highest marginal tax rates. So a lot of these decisions are tax-based decisions. 
Luxembourg has almost zero manufacturing but has the headquarters of so 
many firms, and that is just a tax arbitrage within the EU. Supposing you 
brought goods into Germany you would pay the VAT, export the goods, 
and collect the VAT back. In contrast, Luxembourg has tax free zones near 
the airport where essentially you park your goods, you pay no VAT and you 
ship them out. These are things of first order importance, especially for US 
firms, which want to make sure that tax liability is kept as low as possible.

In his response, Prema-chandra Athukorala opened by stating that he 
would pick up points that are more interesting and relevant. The flying geese 
phenomenon to which Rajesh Chadha pointed is entirely different from pro-
duction sharing. In the former, you start with labor-intensive products and, 
when the wages increase, you move on to more capital-intensive production. 
Here we are talking about specialization within a product. Perhaps the paper 
needs to provide a little bit historical material.

Turning to Mihir’s comments, Athukorala said that he would address 
them when revising the paper. Regarding Srinivasan’s comment on intra-
firm trade, he opined that it was only part of the full story as most of the 
fragmentation trade initially occurred within multinationals. Then, there are 
these new firms called contract manufacturers like Foxconn, which emerged 
because most of the components eventually become modular products. They 
can be used in many products. Also, companies like Foxconn assemble for 
many other firms. Therefore, if you simply focus on intra-firm trade you 
are going to miss a huge chunk of the story.
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Athukorala agreed that firm level data is ideal but said that their access 
is largely limited. There are a number of papers on intra-firm trade within 
production networks, including one by Slot and others in the Review of 
Economics and Statistics.

Athukorala also said that the distinction between standard intermediate 
goods and parts and components is very important. Parts and components 
trade is relation-specific, unlike other intermediate goods. Therefore, even 
though people use both terms interchangeably, the former are a particular 
type of intermediate goods. Ronald Jones terms this intra-process trade 
which is different from trade in standard intermediate goods.

Regarding the externality point raised by Srinivasan , Athukorala argued 
that there are lot of sources of externalities from trade in network products. 
This has been the most rapidly growing segment of manufacturing trade and 
once you are there, you have many more opportunities. Ten years ago, we 
did not know a product called iPod. They have been the outcome of global 
production sharing. Therefore, this area is much more different from stand-
ard specialization. New products are emerging. If you are in this area you 
benefit more out of it. Penang (Malaysia) offers the case of the best known 
electronic hub. Firms in this region began with simple electronic assembly 
with Intel, AMD and others coming in the intial phase. That base has allowed 
the country to move on to many new product areas. Now Penang has got 
the hub for medical devices.

Finally, responding to the point by Somanathan, Athukorala said that he 
did not have data on land prices but that rental cost is a very important deter-
minant of production locations. One of the reasons why Motorola started 
shifting from Singapore to other countries was the high rental cost. In India, 
it is not the cost but the bureaucratic hurdles involved in accessing land that 
remain a matter of concern. This needs to be studied as part of the special 
economic zone idea. The Chennai story is interesting, but the advent of these 
companies was facilitated through the large size of the  market. Therefore, 
the component base developed and companies started exporting. Perhaps a 
few companies export more than what they sell domestically. This is exactly 
what happened in Thailand. Initially, as you know, the Hilux was basically 
designed by these companies in Thailand, in order to meet the require-
ments of farmers (due to the latter’s requirement of a multiple-use vehicle 
that could be used for transporting, traveling and other uses). Then, these 
companies started developing products for exports due to a good investment 
environment. Now Thailand is the biggest Hilux vehicle exporter in the 
world, bigger than the United States. Unlike in electronics, there is a very 
important relationship between the domestic production base, the size of the 
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market and exporting. Again, if you look at Brazil and Mexico the unfolding 
story here is exactly similar to what is happening in these countries.

Srinivasan rejoined pointing out that Athukorala had distinguished the 
particular products on which he was focusing from the general intermediate 
products category by appeal to the relationships between firms or within 
firm. But then without firm level information it is difficult to pursue the 
relation specific component. Regarding externalities, Srinivasan said that 
Athukorala seemed to say that they flowed from participation in this type 
of trade. Now, the exact nature of this is not very clear. Think of innova-
tion. For innovating new products using some of the components and others 
that are being produced elsewhere, do you have to have a manufacturing 
location in your country? You can be anywhere, the products might be pro-
duced anywhere. You can think of a new product which could combine the 
components and parts from everywhere and locate yourself through a tax 
advantage to some other place and so on. None of this is crucially dependent 
on being a participant in this particular trade. So, the nature of externalities 
is not clear at all.
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1. Introduction 

India rebounded from the global financial crisis of 2008 robustly and 
ahead of advanced economies as well as several comparators among 

large emerging economies. By the first quarter of 2009, real gross domestic 
product (GDP) growth was close to 8% and climbing, reviving aspirations 
of double-digit growth. Every silver lining has a cloud though. The weather 
gods summoned a familiar but dreaded scourge—inflation. Sinisterly on the 
heels of this bounce back, it crept in under the radar of the Reserve Bank 
of India (RBI) in middle of 2009 in the form of food inflation that crossed 
10% following a weak monsoon and subsequent flooding. This was a 
virulent strain relative to recent history, becoming generalized by October 
2009 when headline inflation crossed the tolerance threshold of 5% of the 
RBI. By the time the RBI responded with a 75 basis points (bps) raising of 
cash reserve requirements in January 2010 followed by a 25 bps increase 
in the policy repo rate in March, headline inflation had surged above 10% 
and food inflation to 20%.

Looking back in the middle of 2013–14 (April–March: India’s financial 
year) when inflation dipped below 5% for the first time in 40 months, this 
visitation of high inflation has also turned out to be drug (read policy)-
resistant until the time of writing. Its most notable feature has been its 
stubborn persistence around 9% through January 2010 to January 2013, 
despite successive increases in the policy rate of up to 375 bps supported 
by intermittent cash reserve ratio (CRR) increases, cumulating to 100 bps, 
right up to October 2011. In other episodes in the not too distant past, peo-
ple’s emotive resentment against pernicious inflation of this order led them 
to vote out the offending government of the day. This time around, they 
had moved on, but only more diabolically. Withdrawing their trust from 
perceived irresponsibility in policy governance, they reposed it where time 
had been tested and withstood—they bought gold, determined not to let 
stubborn inflation gnaw away at their purchasing power. By 2010–11, an 
average annual level of 700–800 tonnes of gold imports, already the highest 
by any country in the world, surged beyond 1000 tonnes and stayed above 
that level. The current account deficit (CAD), which on an average was near 
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zero as a proportion to GDP over the period 2003–09, burgeoned to above 
4% of GDP in 2011–12 and kept rising unrelentingly, reaching 6.7% in Q3 
of 2012–13. This unique, textbook-defying co-existence of high inflation 
and a high CAD was no less a vote of no-confidence.

Perhaps eclipsing all other inflation events in India’s independent history, 
this one will be remembered as much for its tenacity as for the heat and dust 
it has stirred in its indolent passage. Several strands of opinion intertwine and 
uncoil in the full spectrum of this animated debate, but in the interest of brev-
ity rather than generalization, it is perhaps useful to sketch out the end-points 
while recognizing that a rich diversity populates the space in between. At one 
end is the coagulation of opinion drawing from institutional and structural 
characteristics of the economy that this inflation was due to sector-specific 
cost-push factors—fuel and other commodity prices (Bhanumurthy et al. 
2012; Hatekar et al. 2011; Rakshit 2011); adverse supply shocks to agricul-
tural output (Balakrishnan 2011; Rakshit 2011; Sen and Himanshu 2011); 
clear evidence against a wage-price spiral in operation (Bose 2012)—all 
of which argues that orthodox monetary measures would be of little avail 
in an economy operating in the horizontal range of the aggregate supply 
curve (Mundle 2011). Many of these views were expressed at a seminar 
organized by the National Institute of Public Finance and Policy, New Delhi 
and have been encapsulated in Bose (2012). Any policy-induced compres-
sion of demand will cause output to fall and inflation to be pushed up. The 
RBI’s anti-inflation actions spread over January 2010–October 2011, it is 
lamented, have been driven by the fever of a false sense of independence 
that make it pursue a monetarist policy into a morass of depression while 
ignoring the broader developmental objectives (Shetty 2013). Instead, the  
onus rests with the government to alter the agricultural supply side (Chand 
2012; Sen and Himanshu 2011) through raising productivity and invest-
ment in agriculture and extension services, and more effective intervention 
through parastatals (Balakrishnan 2011; Chand 2011). In the articulation of 
this polarity, it has been argued that given the irrelevance of purely macro-
economic factors or overall excess demand, orthodox monetary (or fiscal) 
measures would be of little avail as anti-inflationary devices. Not only are 
their limitations specific to the conditions prevailing during the inflation 
episode, but given the nature and structure of the Indian macroeconomy, 
the case for orthodox measures appears extremely weak when inflation is 
the consequence of supply side shocks (Rakshit 2011). It has also been 
argued that excess demand for credit generated by financial inclusion, for 
instance, can cause the velocity of circulation of money to rise and put 
pressure on prices. In these conditions, monetary tightening through raising 
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interest rates will have no effect on inflation and that there could be a price 
to pay for this tightening without the attendant benefit of reduced inflation 
(Basu 2011), including in terms of unemployment and impairment to future 
growth (GOI 2011). At the other pole is the view that inflation persistence 
is essentially a result of costly policy errors in terms of misreading it as 
“narrowly based” and therefore misjudging the speed of its generalization, 
compounded by delayed reactions—“policymakers deliberately chose to 
fall behind the curve”—and by public communication of accommodation—
“hand wringing”—all of which could have been avoided had inflation data 
per se been allowed “to do the talking” (Darbha and Patel 2012). Leaning 
towards this position is the view that, whether measured by real interest rates 
or by Taylor-rule type benchmarks, monetary policy was accommodative 
(IMF 2011).

Did the RBI succumb to time inconsistency? Or did it over-react to 
supply shocks and sectoral prices? The RBI’s view has been that the high 
inflation that set in since the second half of 2009/10 has been due to a com-
bination of global and domestic supply and demand factors—crude oil and 
other global commodity prices and pass through to domestic raw material 
prices; depreciation of the rupee; increased demand for food and especially 
proteins; increase in rural wages; crisis driven fiscal and monetary stimulus 
and consequent abundance of liquidity. In the context of the last factor, it 
has been explained as to why it was difficult to exit the “excessively accom-
modative monetary policy”—headline inflation had barely turned positive 
and was entirely driven by food inflation; industrial production had started 
to pick up but exports were still declining; and globally, most central banks 
favored continuing stimulus. Consequently, the view was that any aggressive 
monetary tightening at that point would have affected the recovery, though it 
was recognized that even after the subsequent tightening, the real policy rate 
was negative and monetary policy was still accommodative (Mohanty 2013). 
The preference for “a much more calibrated approach” to the emergence of 
inflationary pressures over the sharp and quick actions in response to the 
global crisis was seen as justified by the enormous amount of liquidity in 
the system—rendering transmission sluggish—amidst high uncertainty sur-
rounding domestic and global scenarios. A frequent series of small rate hikes 
was regarded as “the best way to balance potentially conflicting objectives” 
i.e., between minimizing the sacrifice of growth and not letting expectations 
run out of control (Gokarn 2011). An abiding theme in the RBI’s communi-
cation on monetary policy has been the concern about elevated food inflation 
and its persistence with the structural dimensions of proteins at its kernel, 
and its disappointment with the lack of an adequate supply response, given 
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that the direct role of monetary policy in combating food price pressures is 
limited (Gokarn 2011; Subbarao 2011). In a non-trivial way, this came to 
be associated with the persuasive argument for acquiescing to a new normal 
for inflation (Reddy 2012) that had started making rounds in the global 
circuit (Blanchard et al. 2010; Krugman 2012). Eventually, the case for a 
new normal for inflation had to be comprehensively rejected in the public 
domain by the Governor of the RBI (Subbarao 2013).

Following this debate can indeed be an absorbing intellectual pursuit, 
even if only for the worthwhile exercise of recording and evaluating the 
strength of conviction and the backing of evidence in these exchanges 
surrounding a definitive moment in recent history and accumulating the 
wisdom of hindsight for future use. Yet, perhaps, enough has gone into 
this discussion. Rather than being overwhelmed by it, this paper uses it as 
a motivation. Drilling into the granularities of this debate to explore India’s 
inflation experience of the post-global crisis period, the paper asks: (a) have 
the underlying dynamics of inflation changed? and, (b) is a reassessment of 
the monetary policy framework warranted? The next section explores the 
characteristics of inflation to ascertain what has changed in relation to the 
pre-crisis years. Section 3 undertakes an analytical investigation of inflation 
persistence and its drivers, extending and refining previous contributions to 
the subject. Section 4 employs the findings thrown up in Sections 2 and 3 
to critically evaluate the case for or against moving to an explicit inflation 
targeting framework in India, as in other emerging economies that have 
seen virtue in the predominantly Anglo-Saxon approach that started out 
in the late 1980s, alternatively lauded and vilified by the experience of the 
ensuing years including through the global crisis. The final section brings 
it all together and concludes the paper.

2. Anatomy of Postcrisis Inflation Persistence

Neither fish nor fowl, what then was this infliction? In this section, we probe 
the phenomenon of postcrisis inflation persistence by examining the inflation 
generating process to see if this time was different. En passant, we begin by  
addressing some stylized facts on situating this recent inflation experience 
in geography and time.

2.1. Made in India or Global?

An issue that has vexed one pole of the debate outlined in the preceding 
section is the embarrassment that India has had the dubious distinction of 



122 Ind Ia  pol Icy  forum,  2013–14

having the highest inflation in the world, or at least among major comparators 
(Darbha and Patel 2012; Srinivasan 2011). The RBI too, has regarded India 
as an “outlier” among emerging market economies in inflation performance 
(RBI 2010a, 2012). The other end of the debate is more sanguine, asserting 
that India was nowhere near hyperinflation, that this current bout has not 
taken inflation to its highest level by India’s own history—that occurred in 
1974 when inflation reached 33%—or by the history of any other country of 
the world—the record is held by Hungary in 1945 when prices rose 3.8×1027 

times and led to the replacement of its currency (Basu 2011).
Does height matter? The answer to this question appears to be country-

specific and contextual. Prima facie, the stylized facts appear to respond in 
the negative. This is evident, for instance, in the wide variations in levels of 
inflation targets adopted around the world; the range is between 1 and 10% 
as shown in Table 1. Moreover, the widely accepted 2% positive inflation 
target among advanced economies is also state and time contingent—New 
Zealand, the first country to adopt inflation targeting, started out with a  
target of 0–2% in 1989. If Germany, arguably the most fiercely anti-inflation 
country, would have chosen an inflation target during the 1980s it would 
have had to be closer to 3% to be credible; in the 1970s, it would have been 
5%! Several emerging and developing countries adopting inflation targeting 
have begun with targets higher than the golden mean of 2% prevalent among 
their advanced peers. Some countries, including Turkey and Russia, have 
had to revise their inflation targets within short periods of time. Perhaps it 
is better to evaluate a country’s inflation performance in terms of its own 
context. In terms of inflation gaps i.e., actual inflation minus inflation tar-
gets/threshold for each specific country, it may be seen in Table 1 that in the 
postcrisis period, there has been reason to mind the gap—several countries 
experienced positive inflation gaps. In fact, the majority in our sample, 
which includes all inflation targeting countries as well as the USA and  
India, experienced persistent positive deviations. In the United Kingdom, 
Turkey, Iceland, Russia and Brazil, for instance, the deviations exceeded 
defined tolerance levels. Inflation deviations depicted on an annual basis 
may underplay the duration of inflation persistence. To illustrate, the 
Governor of the Bank of England wrote 10 open letters during the period 
March 2009–February 2012 to the Chancellor of the Exchequer to state that 
the inflation target had been missed, the reasons why and what was intended 
to bring inflation back to target. Other countries that wrote open letters in 
this period include the Philippines and Turkey. Importantly, although India’s 
inflation gap was in the higher reaches of the country range, several countries 
did experience inflation gaps larger than that of India in the postcrisis period.
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T A B L E  1 .  Inflation Heat Map

Country

Inflation Target 
(%) 
(implicit/explicit)

Inflation Gap (percentage points)

2006 2007 2008 2009 2010 2011 2012

armenia 4.0+/–1.5 –1.0 0.6 5.0 –0.5 3.3 3.7 –1.5
australia 2.0–3.0 0.6 –0.7 1.4 –1.2 –0.1 0.3 –1.2
Brazil* 4.5+/–2.0 –0.3 –0.9 1.2 0.4 0.5 2.1 0.9
canada 1.0–3.0 –1.0 –0.9 –0.6 –2.7 –1.2 –0.1 –1.5
chile 3.0 +/–1.0 0.4 1.4 5.7 –1.5 –1.6 0.3 0.0
china** 3.5** –2.0 1.3 2.4 –4.2 –0.2 1.9 –0.9
colombia 2.0–4.0 0.3 1.6 3.0 0.2 –1.7 –0.6 –0.8
czech republic 2.0+/–1.0 0.5 0.9 4.3 –1.0 –0.5 –0.1 1.3
Euro area <2.0 0.2 0.1 1.3 –1.7 –0.4 0.7 0.5
Georgia 6.0 3.2 3.2 4.0 –4.3 1.1 2.5 –6.9
Ghana 8.7+/–2.0 1.5 2.0 7.8 10.6 2.0 0.0 0.5
Guatemala 4.5+/–1.0 2.1 2.3 6.9 –2.6 –0.6 1.7 –0.7
Hungary 3.0 0.9 4.9 3.1 1.2 1.9 0.9 2.7
Iceland 2.5 4.2 2.6 10.2 9.5 2.9 1.5 2.7
Indonesia 4.5 +/–1.0 8.6 2.2 5.3 0.3 0.6 0.9 –0.2
Israel 1.0–3.0 –0.9 –2.5 1.6 0.3 –0.3 0.5 –1.3
Korea 3.0 +/–1.0 –0.8 –0.5 1.7 –0.2 –0.1 1.0 –0.8
mexico 3.0 +/–1.0 0.6 1.0 2.1 2.3 1.2 0.4 1.1
new Zealand 1.0–3.0 0.4 –0.6 1.0 –0.9 –0.7 1.0 –1.9
nigeria 10.0 –1.8 –4.6 1.6 2.5 3.7 0.8 2.2
peru 2.0 +/–1.0 0.0 –0.2 3.8 0.9 –0.5 1.4 1.7
philippines 4.0 +/–1.0 1.5 –1.1 4.2 0.2 –0.2 0.7 –0.9
poland 2.5/+–1.0 –1.5 0.0 1.7 0.9 0.1 1.8 1.2
romania 3.0 +/–1.0 3.6 1.8 4.8 2.6 3.1 2.8 0.3
russia 5.0–6.0 3.7 3.0 8.1 5.7 0.9 2.4 –0.9
Serbia 4.0 +/–1.5 6.7 2.9 8.4 4.1 2.2 7.1 3.3
South africa# 3.0–6.0 –1.3 1.1 5.5 1.1 –1.7 –1.0 –0.3
Sweden 2.0 –0.6 0.2 1.4 –2.5 –0.8 1.0 –1.1
Switzerland 0–2.0 –0.9 –1.3 0.4 –2.5 –1.3 –1.8 –2.7
Thailand 3+/–1.5 1.6 –0.8 2.5 –3.9 0.3 0.8 0.0
Turkey 5.0+/–2.0 9.5 8.7 10.4 6.2 8.5 6.4 8.9
uganda 7.0 0.2 –0.9 5.0 6.1 –3.0 11.7 7.1
united Kingdom 2.0 0.3 0.3 1.6 0.1 1.3 2.5 0.8
uSa 2.0 1.2 0.9 1.8 –2.3 –0.4 1.1 0.1
uruguay 4.0–6.0 0.4 2.1 1.9 1.1 0.7 2.1 2.1
India^ 5.0 1.0 –0.1 3.7 –2.6 4.6 4.5 2.5

Inflation Gap ≥ 3   Inflation Gap ≥ 1.5   Inflation Gap > 0 
Sources: www.centralbanknews.info, www.inflation.eu, Imf’s World Economic outlook (WEo) database 

and from “State of the art of Inflation Targeting” by Gill Hammond, 2011, centre for central Banking Studies 
Handbook, no. 29, Bank of England.

notes: *official website of central Bank of Brazil; **china has lowered inflation target recently for 2013.
# Target announced since feb 2009.
##Thailand proposed target at the start of 2012.
^ WpI data.
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Turning inwards from the vertical to the horizontal, a sift through the 
history of independent India reveals 10 episodes of inflation persistence—
parsimoniously measured as inflation above 5% and sticky for a period of 
12 months and above as seen in Table 2.

T A B L E  2 .  Episodes of Inflation Persistence

Period No. of Months

mar 56–aug 57 18
dec 59–mar 61 16
dec 63–Jan 68 50
Jan 72–may 75 41
apr 79–Jan 82 34
nov 82–may 85 31
July 86–dec 95 114
mar 2000–aug 01 18
feb 08–Jan 09 12
dec 09–march 13 40

Source: authors’ estimates.
note: The table above depicts the period in months where inflation remained above an implicit target of 5%.

These visitations were relatively frequent right up to the middle of 1990s, 
including the one that lasted 114 months between July 1986 and December 
1995, and was actually two episodes that collided. Whereas in the 1950s 
and 1960s, they were mainly associated with droughts and wars, the most 
infamous and widely cited is the one that occurred in the oil shock of the 
early 1970s when inflation stayed above 20%, and even above 30% for four 
consecutive months (Basu 2011 provides a panoramic overview). From the 
late 1980s, factors such as large and persistent fiscal deficits and exchange 
rate depreciations added their weight to the supply shocks and to inflation 
persistence. The balance of payments crisis of 1991 was a watershed, for in 
its aftermath came the correction, supported by an IMF stabilization pro-
gram. Inflation fell below 7% briefly in early 1993 but was only biding its 
time in the shadow of deep-seated structural reforms, including trade and 
industrial sector liberalization. The institution of a market-based exchange 
rate regime in 1993 and opening up to foreign investment brought surges 
of capital inflows well above the economy’s absorptive and sterilization 
capacity. Inflation returned in its full fury, averaging 12% over the period 
January 1994 to May 1995. The RBI, stung by public censure, embarked 
on a harsh disinflation strategy that broke the back of inflation persistence 
but posted the economy into a long slowdown.

Occurrences of inflation persistence became infrequent in the 2000s, 
attesting to a degree of weather-proofing of the economy as well as to its 
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progressive integration in a favorable global environment. This would soon 
prove to be a double-edged sword. In the latter part of this benign period, 
the seeds of the brief episode of inflation persistence during February 
2008–January 2009 were being sown in the bed of capital flows driven 
monetary expansion. The episode itself was triggered by a surge of global 
commodity prices, partly demand-driven and partly by the proliferation of 
commodities as an independent investment asset class. Importantly, the 
usual suspects—fiscal deficits; weather adversities—were dormant. It was 
the global crisis that squelched this episode and pulled inflation into nega-
tive territory in June 2009.

Coming back to the present. What were the forces at work in the current 
episode that has lasted 40 months? In short, all of the above—drought albeit 
relatively short-lived; oil and commodity price shocks; large stimulus-driven 
fiscal deficits; depreciation; capital flows in 2010–11; monetary accommo-
dation; and, supply capacity retardation (Annexure 2; Table 1).

Measured inflation is subject to transitory elements as well as general 
tendencies. Typically, monetary policy is expected to react to the “general” 
or generalized components of inflation which are induced by the changes 
in aggregate demand and expectations (Woodford 2003), given aggregate 
supply. Transitory components are associated with movements in relative 
prices and since they are typically supply driven, they should be ignored 
by forward looking monetary policy setting. Yet, it has been shown that 
relative price movements or changes in transitory components can become 
generalized and cause inflation persistence, and not only when it is a mon-
etary phenomenon (à la Friedman and Schwartz 1963). Influential work 
has demonstrated that in the presence of nominal rigidities and frictions, 
there are menu costs in responding to all price changes. Large supply shocks 
warrant large responses to them and thus shifts in relative prices can affect 
the aggregate price level (Ball and Mankiw 1995). The influence of particu-
larly volatile prices, such as those of petroleum and food, and prices set by 
government regulation—administered prices in the Indian context—have 
been cited as cases of relative price movements distorting the aggregate 
inflation rate (Roger 2000). Accordingly, a careful analysis of the cross-
sectional distribution of inflation is important for the conduct of monetary 
policy, especially since it is found not to conform to the Gaussian or Normal 
distribution (Kottaridi et al. 2009).1

1. Roger (2000) reviewed work on this theme that dates back to Jevons in 1863.
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2.2. The Moments of Inflation

Investigating the moments of the inflation process assumes importance 
for understanding the dynamics of the inflation process. These moments  
provide a useful summary of the cross-sectional distribution of its compo-
nents, and thereby, insights into its formation and persistence. In view of 
the time span availability of disaggregate component-wise information on 
the wholesale price index or WPI (which has been used by the RBI as the 
measure of headline inflation in its communication) in the public domain on 
a comparable basis, this analysis is restricted to the period 1981–2013 using 
annual data. This brings into the ambit of our analysis the most persistent 
inflation experience spanning 1986–95 referred to in Table 2.

2.2.1. The Mean

In the 1986–95 high inflation episode, the crossing of the threshold of 5% by 
the first moment, the mean rate of inflation, was driven by a pick-up in food 
inflation, followed after a year by a rise in non-food manufactured products 
inflation, both in monotonic elevation over the period of persistence right 
up to the peak in 1994–95. By contrast, in the next episode—March 2000 
to August 2001—the mean was almost entirely associated with fuel price 
inflation and turned out to be relatively short-lived. In the third and fourth 
episodes in 2008 and in 2010–13, inflation was generalized across constitu-
ent categories, but starting from food inflation and followed by non-food 
manufactured products inflation (Annexure 2: Table 2). This suggests that 
since the late 1980s, fuel prices impacted the mean in the form of short-
lasting shocks. On the other hand, high inflation episodes triggered by food 
inflation typically spread to non-food manufactured products inflation with 
varying lags and became generalized and persistent. This is corroborated by 
analyses of inflation dynamics in India in a new Keynesian Phillips curve 
framework (IMF 2011). This suggests that food inflation in India is rarely 
transitory and is most likely to be followed by rising non-food manufactured 
products inflation.

2.2.2. higher Order MOMenTs 
It is observed that the mean has a “zero breakdown point” i.e., even one 
large outlying observation is enough to drag it away from the true “centre” 
of the data distribution (Catik and Onder 2010). Headline inflation should, 
therefore, be seen in conjunction with higher order moments—standard 
deviation (SD) or the second moment, which provides a measure of the 
dispersion of the data around the mean; the third moment, skewness, which 
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provides a summary of the shape of the distribution in terms of the distance 
of the tails from the mean; and kurtosis, the fourth moment, indicates the 
extent to which the distribution has fat or thin tails relative to a normal 
distribution (Kearns 1998).

The relationship between the mean and dispersion is observed in the lit-
erature to be one of two way causality—inflation may affect the variance of 
relative price changes and the variance of relative price changes may affect 
inflation (Assarsson 2003). In India, over the period 1981–2013, the standard 
deviation has been high with occasional spikes, with some evidence of high 
levels of cross sectional volatility corresponding to periods of upside shocks to 
mean or headline inflation. In the postcrisis period, on the other hand, the rising 
mean of inflation has, in fact, been associated with declining dispersion. This 
has been regarded as evidence of generalization of inflation—concentration  
of commodity prices around the higher mean (RBI 2010b). In our view, 
however, this inference cannot be drawn without considering skewness.

Analysis of the movements of second, third and fourth moments of the 
distribution of headline inflation in India provides interesting insights which 
could miss the naked eye. Skewness has a positive relationship with the 
mean of the distribution. Variance tends to magnify the asymmetry in the 
tails—a larger variance is inflationary when the distribution is skewed to 
the right and deflationary when it is skewed to the left. The cross-sectional 
distribution of inflation in India since 1980 is positively or right skewed 
throughout with an average coefficient of 1.4, other than in 1985–86, 
1988–89, 1996–97 and 2007–08 when instances of negative skewness 
were evident. The preponderance of the positive skew is on account of 
sharp relative price changes coming out of supply side shocks which are 
not counter-balanced by equally large price decreases in other sectors. Such 
relative price movements can be interpreted as shifts in the Philips curve. 
The micro-foundations of this relationship draws from menu costs associ-
ated with pricing decisions of firms which create a range of inaction in 
response to shocks (Ball and Mankiw 1995) 2—as mentioned earlier, firms 
are inclined to reset prices only in the face of large shocks. Darbha and Patel 
(2012) find high right skewness coinciding with high inflation only in the 
recent bout of inflation persistence and not in the episode of the mid-1990s. 
This is presumably because their sample period begins in 1994–95 when the 

2. Bryan and Cecchetti (1999) argued that this is a small sample bias problem. Balke and 
Wynne (2000) on the other hand, attributed it to productivity shocks. Bils and Klenow (1998) 
provides an explanation for the positive relationship by combining the business cycle model 
with the nominal rigidity/skewness model of Ball and Mankiw (1995).
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episode was ending; its origins were, however, earlier, as set out in Table 
2 and Annexure 2: Table 3. Following Dopke and Pierdzioch (2001), the 
kernel density estimates of the WPI’s cross-sectional inflation rates show 
high right skews in the early 1990s too (Annexure 2: Figure 1).

Thus, supply side price shocks have always impacted the Indian economy 
in the form of relative price increases which have influenced the aggregate 
level of prices in a lasting manner. The coefficient of the fourth moment 
or kurtosis has always been greater than 3 (other than for a brief period 
between 1989–90 and 1991–92), implying that the distribution of price 
changes has been leptokurtic or fat tailed—a large portion of the price index 
(WPI) experienced price changes significantly different from the mean or  
headline inflation rate (Figure 1).

F I G U R E  1 .  WPI (YoY) Inflation Moments
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Following Kearns (1998), we move underneath the analysis of trends in 
moments to their interplay. The positive correlation between inflation (mean) 
and skewness in India is in line with the priors set in the vast theoretical 
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and empirical literature (see Assarsson, 2003, for an overview). The high 
correlation between kurtosis and skewness indicates that a sizable number 
of constituent items of WPI contributed to the overall asymmetry observed 
in the distribution as well as to the positive skewness observed, especially 
in the postcrisis period (Table 3).

T A B L E  3 .  Correlation Coefficient of Moments

 Mean Standard Deviation Skewness Kurtosis

mean 1.00    
Standard deviation 0.28 1.00   
Skewness 0.24 0.55 1.00  
Kurtosis 0.07 0.55 0.91 1.00

Source: authors’ estimates.

In the tradition of Ball and Mankiw (1995), we formally estimate the 
effects of variance and skewness on the mean of inflation using quarterly 
data for the period 1983 to 2013 (first quarter). Mean inflation is regressed 
on its skewness (SK) and standard deviation (SD), an interaction term 
between standard deviation and skewness (SD*SK) in order to capture the 
magnifying impact of variance on skewness, and lagged inflation in order to 
explain other effects (Equation 1 of Table 4). The results indicate that both 
skewness and standard deviation contribute positively and significantly to 
the observed inflation mean. However, the interaction terms SD*SK, though 
significant, is negatively signed, contrary to Ball and Mankiw (1995); but 
this negative sign has also been noted by studies conducted on Canada 
(Amano and Macklem 1997) and India (Tripathi and Goyal 2011). This is 
explained by the fact that the SD*SK interaction is susceptible to outliers 
and there is the need for an alternative measure which is robust to outlier 
effects (Amano and Macklem 1997).

Hence, in Equation 2, as suggested in Ball and Mankiw (1995) and 
Amano and Macklem (1997), we develop an alternative parsimonious 
measure to capture asymmetry due to the direct effect of skewness and the 
magnifying effect of variance with a single variable. Such a measure was 
also constructed for India by Tripathi and Goyal (2011). For any cut-off 
level X, the variable is defined as:

ASYMX r D r Di
N

i i i
P

i i= ∑ + ∑=
−

=
+

1 1

Where ri is the ith industry relative price change (i.e., an industry inflation 
rate minus the mean of industry inflation rates) weighted for industry size. 
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The variables Di
– and Di

+ are binary variables: the former takes the value 
one when the ith industry’s relative price change falls in the lower 10% of 
the distribution and zero otherwise, whereas the latter variable is one when 
the ith industry’s relative price change falls in the upper 10% of the distribu-
tion and zero otherwise (Tripathi and Goyal 2011). In other words, ASYMX 
accumulates the relative price increases in the upper tail of the distribution 
and subtracts them from the absolute value of the accumulated relative price 
declines in the lower tail. Hence, ASYMX is zero for a symmetric distribu-
tion of relative price changes, positive when the right tail is larger than the 
left tail, and negative when the left tail is larger. Moreover, for any given 
skewness, ASYMX rises in absolute value when a larger variance magnifies 
the tails (Amano and Macklem 1997; Ball and Mankiw 1995).

T A B L E  4 .  Inflation and Distribution of Price Changes

Dependent Variable: Inflation (yoy)

Equation 1 Equation 2

constant –0.81
(–1.01)

1.19
(3.57)

lagged Inflation 0.76
(18.32)

0.77
(17.00)

Standard deviation (Sd)  0.23
(3.15) 

Skewness (SK) 0.73
(1.84) 

Sd* SK – 0.06
(–1.89)

aSymX 0.37
(3.72)

dummy Variable (2009Q1, 2009Q2) –2.75
(–7.03)

–2.55
(–5.79)

dummy Variable (1991Q3) 4.50
(22.82)

4.42
(23.36)

R̄2 0.83 0.83
l. m 0.97

(0.62)
0.87

(0.65)
Breusch-pagan-Godfrey 8.08

(0.23)
2.76

(0.74)

Source: authors’ estimates.
notes: 1.  figures in parenthesis are t-statistics based on Hac standard errors & covariance (Bartlett kernel, 

newey-West fixed bandwidth = 5.0000).
 2.  Breusch-pagan-Godfrey results gives the computed test statistic of obs*r-squared and p-value 

of the null of homoskedasticity.
 3.  l.m reports lagrange multiplier Test statistic and p-value for the null of no autocorrelation for a 

lag of 2.
 4. Estimation is by olS for the sample period 1983:Q2 to 2013:Q1.
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The results presented in Equation 2 of Table 4 show that ASYMX is 
statistically significant and positively contributes to explaining the mean 
inflation rate. The goodness of fit of Equation 2 is unchanged in relation to 
that of Equation 1 where skewness, standard deviation, and their interaction 
were considered separately, implying that re-specification does not result in 
any loss of explanatory power.

Thus, relative price changes emanating from supply shocks have had a 
significant role in explaining the origin and nature of inflation persistence 
episodes; ignoring them as outside the realm of policy scrutiny and action 
risks a credibility question, with inflation becoming inertial and expecta-
tions unhinged.

2.3. A Diffusion Index for Policy Monitoring 

Having established that relative prices matter, it is important to monitor the 
pace at which they generalize into high aggregate inflation episodes. This 
is accomplished through a summary measure that captures the momentum 
of price increases across items constituting the WPI. The inflation diffusion 
index or IDEX categorizes constituent items in the WPI basket according to 
whether their prices are rising, stagnant or falling over the previous month 
and aggregates them to show whether the month-over-month (m-o-m) 
momentum of price changes overall has been expansionary or contractionary.  
A reading above 50 signals a broad expansion or inflation across the WPI 
basket and a reading below 50 signals a broad based deflation. In the con-
text of business cycles, diffusion indices are employed to determine turning 
points, and are also observed to have lead indicator characteristics (Gets and 
Ulmer 1990). Our IDEX is defined as follows:

 

IDEX
wgt WPI

N

whereWPI if WPI
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i
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where wgt is the weight of item i in the WPI index and N is the total number 
of items in the WPI index.

For our computation, each item of the WPI is classified into the catego-
ries based on the Conference Board’s3 methodology of defining m-o-m 

3. The Conference Board methodology for constructing diffusion indices as part of its 
Composite Index of Leading Indicators for the United States is utilized for determining the 
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price increases base on a threshold level of 0.05%. All items are seasonally 
adjusted. As we have combined WPI indices with three different base years, 
the number of items in the IDEX, its composition and sensitivity in terms of 
number of quotations would vary over time, but it would still give a reason-
ably accurate overview of the broad long-term trends in generalization of 
price increases (Figure 2 and Annexure 2: Table 4).

F I G U R E  2 .  Diffusion Index of WPI Items
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Though m-o-m movements tend to be noisy, the 12 month moving aver-
age of the IDEX indicates that episodes of high inflation in the 1980s, the 
1990s and the recent post-global crisis experience indubitably showed a 
rapid spread or build-up of momentum of price increases. Moreover, prices 
increase over a large number of items persisted during these episodes. In the 
post-global crisis inflation episode, the IDEX showed a sharp reversal from 
a broad based deflationary situation in the second half of 2008–09 to one of 
quick increases in the diffusion of price increases during 2010–13. Thus, the 
IDEX provides a visual validation of the hypothesis that, in India, inflation 
formation starts from sharp relative price shocks, often in food prices, which 
quickly translate into broad based prices increases that are sustained for a 
considerable period of time.

threshold levels. Details on the methodology are available at http://www.conference-board.
org/data/bci/index.cfm?id=2180
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2.4. Is the Observed Prices Behavior Unique to WPI?

It will be remiss to close this section without addressing an issue in infla-
tion measurement that has featured in the recent debate—which index to 
use, the WPI or the Consumer Price Index (CPI), with the former akin to 
a producer price index and the latter measuring prices at the retail level? 4 
It has been pointed out that there are considerable differences in inflation 
measurement between these matrices in magnitude, dispersion and phasing,  
especially in the post-global crisis period, and the use of the WPI as an 
inflation measure has been criticized (Rakshit 2011). The opposing view is 
that it does not matter which index is used, since inflation measured by all 
these indices tend to converge over time. In a country with high disparity 
in incomes and living standards, it is difficult to think of a representative 
consumer meaningfully. Moreover, the CPI for industrial workers reveals 
a small but systematic upward bias (Basu 2011). Then there is the agnostic 
view that inflation measured by the WPI is used by the RBI, that it is the 
most comprehensive index in terms of disaggregation and that it is impor-
tant to understand inflation dynamics, irrespective of the price data series 
(Darbha and Patel 2012). Adding to this debate has been the advocacy for 
the use of GDP deflator on the basis of its comprehensiveness in terms of 
fuller coverage of service sector prices, to understand inflation behavior. 
The counter argument is that GDP deflator by itself contains little additional 
information on prices than what is provided by WPI and CPIs (Shah et al. 
2011). Moreover, there are considerable lags involved in obtaining GDP 
deflator data, currently two months, which reduces its usefulness as a real 
time indicator of price behavior.

The trends in inflation based on CPI, WPI and the GDP deflator reveals 
that WPI and GDP deflator based inflation show close co-movement dur-
ing most of the period considered, but CPIs show considerable divergence, 
especially since 2012 Q2, as shown in Figure 3.

The co-movement between WPI and the GDP deflator has been attributed 
to the use of WPI by the Central Statistics Office of the Government of India 
in estimating the GDP deflator (Shah et al. 2011). The sharp divergence in 
recent period between CPIs and WPI, on the other hand, has been attributed 
to the considerable difference in weights and composition (Annexure 2: 
Table 5). However, it is often difficult to disentangle the effects of different 
weights and baskets in explaining the price movements between CPI and 

4. Until recently, CPIs in India have been compiled for different classes of consumers—
industrial workers, agricultural laborers and rural laborers, with the CPI for industrial workers 
being widely used as CPI measure for India. Since January 2011, a new national CPI, named 
as CPI-Combined (CPI-C), is being released by the Central Statistics Office (CSO).
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WPI, as item level data and weights for CPIs are not available. In the absence 
of item level data, one way of ascertaining the impact of a divergent basket 
of commodities in the movements between CPI and WPI groups would be 
to construct commodity groups in WPI based on the consumer durable and 
non-durable goods in WPI which are reflected in the CPI basket. While  
WPI excluding food and fuel groups constitutes 61% of the WPI basket, 
a WPI group constructed based on items in CPI excluding food and fuel 
groups would translate only to 20% of WPI basket.5 This could result in 
episodes of divergence between the CPIs and the WPI. Trends in services 
price, which are captured directly in CPIs but not in WPI, would also add 
to the divergence in price trends. As seen in the bottom right panel in 
Annexure 2: Figure 2, WPI based on items in CPI excluding food group 
and fuel group, also exhibits elevated inflation in the recent period. In case 
of food items, a CPI basket based WPI inflation and WPI food inflation 
were almost same, implying the close similarity between CPI and WPI 
food baskets. Moreover, actual food inflation in WPI and CPIs were also 
broadly similar. Hence, information on food price trends captured by the 
CPIs and WPI could be more or less similar, largely due to the similarity 
of food items in CPIs and the WPI baskets. However, in case of inflation 
excluding food and fuel  groups, episodes of divergence between the CPIs 
and WPI can arise, primarily due to composition differences. The impact 
of food and non-food items on overall inflation would also depend on the 
commodity weighting patterns in the CPIs and WPI.

5. The remaining items in WPI excluding food and fuel consist mainly of industry basic, 
intermediate and capital goods.

F I G U R E  3 .  YoY Inflation Based on Various Price Indices
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3.  Analytics of Inflation Persistence: Methodological Issues  
and Results

Informed by these abstemious insights, we turn now from the relative to the 
absolute. No analogy is perfect, but in order to start out with a reasonable 
intuitive fix, persistence can perhaps be likened to inertia in physics—the 
resistance of a body to changing its velocity unless acted upon by an external 
force (Fuhrer 2009). The Inflation Persistence Network (IPN), a collabora-
tion between the European Central Bank and the national central banks of 
the Eurosystem, provides a formal definition of inflation persistence: “the 
tendency of inflation to converge slowly to its long-run value following a 
shock” (Altissimo et al. 2006). Understanding the speed and manner in which 
inflation adjusts to shocks of varying nature, and measuring the patterns and 
determinants of inflation persistence is critical for fashioning the monetary 
policy response to upsurges in inflation—reacting heavy-handedly to short-
lived episodes can lead to overkills of economic activity; by contrast, too 
delayed or too feeble a response to long-lasting inflation occurrences runs 
the risk of hardening inflation expectations and entrenching them at elevated 
levels with harmful effects that can even impair potential growth (IMF 2011). 
While the size and timing of monetary policy reactions are eventually judg-
ment calls, empirical measurement of inflation persistence can shine light 
on the judgment process. Furthermore, this has to be country-specific since 
the characteristics of the economy in question play a determining role in 
the dynamics of inflation.

3.1. The Sources of Inflation Persistence 

In the post-global crisis episode in India, inflation has stayed above its thresh-
old for a prolonged period, despite the output gap falling and even turning 
negative, which highlights the importance of understanding the nature of 
shocks. Was there a series of shocks? Was the initial response to inflation 
too inertial by economic agents—firms, households and policy makers? Or 
was there an error in estimation of the “true” domestic potential growth or 
of global economic conditions, especially as green shoots of recovery from 
an unprecedented crisis were being seen? Quite clearly, the circumstances 
in which inflation forms matter.

The large body of work on modeling inflation persistence and price 
stickiness has broadly identified four factors on the sources of inflation 
persistence: (a) backward-lookingness in the price-setting mechanism or 
“intrinsic” persistence; (b) inheritance from the mark-up over costs as 
reflected in marginal costs or the output gap—“extrinsic” persistence; (c) the  
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formation of inflation expectations or “expectations-based” persistence; 
and (d) persistence due to monetary policy regime shifts or “policy-driven” 
persistence which are best captured, for instance, in the degree of interest 
rate smoothing in policy reaction functions (Angeloni et al. 2006).

3.2. Modeling Inflation Persistence

A common approach in the “early” efforts to model inflation persistence is 
to estimate univariate autoregressive (AR) time series models and to measure 
persistence as the sum of the estimated AR coefficients (Fuhrer and Moore 
1995; Nelson and Plosser 1982; Pivetta and Reis 2007). The advantage 
of this approach is that it needs to rely on time series on inflation only. 
Moreover, its relative simplicity reduces specification errors. This model 
can be written as follows:

 π α π εt j t j t
j

k

C= + +−
=

∑
1

 (1)

where π is the rate of inflation, α is the autoregressive coefficient and ε is a 
serially uncorrelated, but possibly heteroskedastic random error term. The 
measure of persistence is the sum of the AR coefficients, ρ ≡ ∑αj (Andrew 
and Chen 1994), which can be obtained by rewriting equation (1) as,

 π ρπ β π εt t j t j t
j

k

C= + +−
∆

−
=

−

∑1
1

1
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where ρ is the persistence parameter, while β parameters are transformations 
of AR coefficients in equation (1), βk-1 = - αk. It has been shown, however, 
that the AR coefficients will be exaggerated if structural breaks in the mean 
are not considered (Perron 1989). Allowing for a mean break, the persistence 
parameter can be estimated as,

 π ρπ β π ε= + + +−
∆

−
=

−

∑c c Dt t j t j t
j

k

0 1 1
1

1

 (3)

Dt equals zero for t < T and 1 for t ≥ T.
The measure of inflation persistence derives from this autoregressive 

function—the inflation series will be regarded as persistent if its correlation 
with its own past decays slowly. Typically, the model is estimated through 
rolling regressions to allow for shifts in the mean of inflation over different 
sub-samples. Moreover, by lowering the sub-sample size, the number of 
structural breaks that occur gets reduced.
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Time series estimates of inflation persistence are essentially measures 
of unconditional persistence. They assume a stable mean and do not take 
into account the various factors driving the inflation data generating pro-
cess, alluded to earlier, each of which exhibits its own level of persistence. 
This could impart a bias to measured persistence (Levin and Piger 2004). 
Moreover, rolling regressions do not entirely rule out the possibility of shifts 
in a specific sub-sample, especially when shifts are frequent, and they impose 
limits on the degrees of freedom. It follows, therefore, that each of these fac-
tors—intrinsic, extrinsic, expectations, and policy-driven—must be explicitly 
taken into account when modeling the inflation process and its persistence. 
In particular, for an economy like India, the persistence in macroeconomic 
shocks hitting inflation should be accounted for so that accurate estimates 
of inflation persistence are obtained. Accordingly, “newer generation” 
approaches to estimation of inflation persistence rely on small structural 
models of inflation dynamics which relate the evolution of inflation to its 
past as well as to its expected future path and the deviation of the economy’s 
price mark-up over desired levels that is linked to some measure of economic 
activity. For emerging market economies, exchange rate movements display 
significant short-term volatility and are amongst the important determinants 
of short-term inflation (Batini et al. 2006; Ho and McCauley 2003; Ito and 
Sato 2006). Essentially, these approaches boil down to estimating a reduced 
form hybrid new Keynesian type Phillips curve, as given below:

 πt = c + γπt–1 + (1–γ)Et πt+1 + βyt + et + εt (4)

where π is inflation, y is the output gap, e is the exchange rate, E denotes the 
expectation operator and ε is a cost-push shock. In the above representation, 
γ measures the degree of dependence of inflation on its own past—intrinsic 
persistence, (1–γ) the degree of persistence due to formation of inflation 
expectations—expectations-based persistence, and β the persistence due to 
fluctuations in determinants of inflation such as the output gap—extrinsic 
persistence.

For India, these models have been estimated with reasonably robust 
results, indicating that the new Keynesian type Phillips curve is alive and well 
here (Kapur and Patra 2003; Patra and Kapur 2012a, 2012b; Patra and Ray 
2010; RBI 2002). This is found to hold after accounting for supply shocks 
and even without accounting for them (Mazumder 2011), thereby overturn-
ing the orthodoxy that ruled in the 1980s and the early 1990s which posited 
that the Phillips curve does not exist in India (Bhattacharya and Lodh 1990; 
Dholakia 1990; Rangarajan 1983; Rangarajan and Arif 1990).
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3.3. Period of Study and Time Series Properties

For analyzing the autoregressive properties of headline inflation and its com-
ponents, we use both monthly and quarterly data spanning from April 1982 to 
March 2013. Monthly data are used for updating Khundrakpam (2008) which 
analyzed the period from April 1982 to March 2008. Univariate analysis 
using quarterly data is employed to validate the results from monthly data and 
also to enable a comparison with the results obtaining from the multivariate 
Phillips curve estimation that follows. Analyses based on quarterly data cover 
the period April 1996 to March 2013, the choice of period being determined 
by the availability of quarterly data on real GDP for India. Since monthly and 
quarterly estimates corroborate each other, the latter are reported here for the 
sake of continuity into the multivariate analysis while monthly estimates are 
reported in Annexure 3. All the variables are seasonally adjusted using the 
X-12 algorithm of the US Department of Commerce and transformed into 
percentage changes, except for the policy rate, the Fed funds rate and the 
OECD growth rate (used to proxy external demand). The output gap and the 
gross fiscal deficit (GFD/GDP) gap are measured as the difference between 
actual and trend obtained by the Hodrick–Prescott (HP) filter.

As regards the policy interest rate, we follow Patra and Kapur (2012a, 
2012b) in using the effective policy rate i.e., the interest rate through which 
the RBI engages in its liquidity operations with market participants, depend-
ing on prevailing liquidity conditions.6

3.3.1. TiMes series PrOPerTies

At a basic level, the unit root test is the first gauge of inflation persistence. If 
inflation contains a unit root, its persistence is unquestionably large and its 
variance is unbounded. Prior to the 1990s, most studies attest to the presence 
of a unit root in inflation (Barsky 1986; Ball and Cecchetti 1990); however, 
more recent work is unable to reject stationarity, ascribing this change to 
the more vigorous attention to inflation on the part of central banks (Fuhrer 
2009). As shown in Table 5, two types of tests, i.e., the Augmented Dickey 
Fuller (ADF) and Phillips–Perron (PP) statistics reject the null of the pres-
ence of a unit root in inflation and its components (all measured in terms 
of rates of change which is the manner in which they enter the estimated 
equations). As for other variables, CRR, nominal policy rate (I) and the 
federal fund rate (FED), FOODG, M3G, NFCG and RNFCG are found to 
be nonstationary, while the rest are stationary at 5% level of significance 
by at least one of the tests.

6. Data sources are provided at Annexure 5.
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T A B L E  5 .  Unit Root Tests

Variable

ADF PP

Monthly Quarterly Monthly Quarterly

Rate of Change in WPI and Components
dcHE –14.7* –6.8* –15.0* –6.8*
dfood –14.9* –9.5* –16.4* –9.5*
dfuEl –15.8* –7.3* –15.8* –7.0*
dmac –7.4*(t) –6.3*(t) –16.4*(t) –6.3*(t)
dmanu –7.2*(t) –6.2*(t) –14.1* –6.1*(t)
dmET –7.0* –5.9* –15.7* –5.5*
dmfood –17.1* –8.5*(t) –17.2* –8.5*(t)
dnfood –14.1* –7.3* –14.2* –7.0*
dprI –15.9* –7.7* –15.9* –7.7*
dTEX –7.0* –4.7* –11.8* –5.9*
dWpI –14.1* –6.9* –14.3* –7.0*

Other Variables
ag_gap –5.2* –4.3*
crr –2.6 –2.8
Ex_rain –8.4* –8.4*
Exrate –5.3* –6.4*
fEd –1.4 –1.4
foodG –2.6 –2.8
Gfd_gap –3.7* –14.6*
I –2.6 –2.5
Ir –4.5* –2.4
InV_gap –3.3** –3.4**
m3G –2.5 –2.4
nEErG –2.9 –3.4**
nfcG –1.4 –2.5
oEcd_Gr –4.0* –3.4**
oGap –3.6* –3.7*
oIlG –4.5* –3.5**
rEErG –3.6* –3.8*
rnfcG –2.3 –2.4
WpIG –6.8* –2.4
π_GAP –7.0* –2.43

Source: authors’ estimates.
notes: * and ** denote significance at 1% and 5% level, respectively. The lag length in the adf tests 

was chosen based on Schwarz Bayesian criterion (SBc). “t” in the parentheses indicate inclusion of a trend 
component in the estimates, which was based on its statistical significance in the equation.

3.4. Estimation Results

We first extend Khundrakpam (2008) to obtain univariate estimates of 
inflation persistence incorporating the period following the global crisis 
i.e., 2009–13. This is followed by a multivariate approach to account for the 
critique of the time series approach and allow an independent verification 
of the univariate estimates.
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3.4.1. UnivariaTe esTiMaTes

The optimal lag length based on the Akaike Information Criterion (AIC) 
and the Schwarz–Bayesian Criterion (SBC) together suggest a lag length 
of order 1 for aggregate inflation as well as for most of the disaggregated 
components for the quarterly series, while for the monthly series, the AIC, 
in general, selects higher lags (Table 6; monthly estimates are given in 
Annexure 3: Table 6).

T A B L E  6 .  Break Estimates in Mean of Inflation—Quarterly

Variable Andrew–Quandt Bai–Perron

Lag length

SBC AIC

all commodities (dWpI) 1995:2 1995:2 1 1
I. primary (dprI) no Break no Break 1 1

food (dfood) no Break no Break 1 1
non-food (dnfood) no Break no Break 1 4

II. fuel (dfuEl) no Break no Break 1 1
III. manufacturing (dmanu) 1995:2 1995:2 1 1

food (dmfood) 1998:3 1998:3 1 3
Textiles (dTEX) 1995:2 1995:2 4 4
chemicals (dcHE) 1995:2 1995:2 1 1
metals (dmET) no Break no Break 1 1
machinery (dmac) 1992:4 1992:4 1 1

Source: authors’ estimates.

Structural break in the mean was identified using the Quandt–Andrews 
unknown break point test and the Bai–Perron break point test. Both the 
tests indicate a break in the mean of headline inflation in the second quar-
ter of 1995 and more specifically in May 1995. This is also evident in the 
manufactured products component of the headline. The break coincides 
with the great disinflation undertaken by the RBI to counter the long infla-
tion persistence that characterized the preceding 106 months. On the other 
hand, the primary articles and fuel components show no structural breaks 
in their means.

In view of the statistically significant evidence of a break, equation (2) 
has been estimated for the full sample period as well as two sub-sample  
periods—pre-break and post-break. Equation (3) is estimated only for 
the full sample period since it specifically accounts for the break in mean 
inflation. These results indicate that inflation persistence has gone up in the 
post-break period for headline inflation, bearing out Khundrakpam (2008), 
but with one big difference—inflation persistence in the manufactured 
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products category has gone up significantly, whereas in Khundrakpam 
(2008), it had declined. There are also non-trivial differences in the size of 
persistence of inflation in sub-categories of manufactures (Table 7; monthly 
estimates are given in Annexure 3: Table 7). The only plausible reason for 
these differences is the inclusion of the data for the post-global crisis period, 
necessitating a closer investigation.

T A B L E  7 .  Estimates of Persistence During Sub-Samples—Quarterly (1982:2 
to 2013:1)

Variable
First Sample 
(Pre-Break)

Second Sample 
(Post-Break)

Full Sample

No Break With Break

all commodities(dWpI) 0.283*** 0.428* 0.436* 0.369*
I. primary (dprI) – – 0.340* –

food (dfood) – – 0.146 –
non-food (dnfood) – – 0.388* –

II. fuel (dfuEl) – – 0.254* –
III. manufacturing (dmanu) 0.294** 0.499* 0.556* 0.396*

food (dmfood) 0.079 0.403* 0.274* 0.192*
Textile (dTEX) 0.446* 0.417* 0.545* 0.435*
chemicals (dcHE) 0.490* 0.237** 0.441* 0.395
metal (dmET) – – 0.543* –
machinery (dmac) 0.419* 0.516* 0.585* 0.455*

Source: authors’ estimates.
note: *, ** and *** denote significance at 1%, 5%, and 10% level, respectively.

Rolling regressions show a steady rise in persistence in headline inflation, 
fuel inflation and elevated levels of persistence in manufactured products 
inflation from around the second half of 2008 after having fallen through 
the period 2004–08. Interestingly, food inflation also shows a sharp increase 
in persistence, particularly with quarterly data, from around the same time. 
These are major differences from Khundrakpam (2008) in which lowering 
of inflation persistence was interrupted only towards the end of the sample 
period, barring for manufactured products inflation. More importantly, 
the shift in inflation dynamics and in persistence is located in the second 
half of 2008 (Figure 4; figures for sub-components and on monthly rolling 
regressions are given in Annexure 3: Figures 3, 4 and 5). This is interesting 
because it suggests that the origins of post-global crisis inflation persistence 
may perhaps be in the expansionary phase of capital flows during 2005–08, 
ignited by the commodity price-driven inflation episode of February 2008–
January 2009.
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F I G U R E  4 .  Rolling Regressions of Major Components of WPI—Quarterly
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3.4.2. MUlTivariaTe analysis: sTrUcTUral MOdel esTiMaTes

Following Clarida et al. (1998, 2000) and Goodhart and Hofmann (2005), 
we estimate the new Keynesian Phillips curve (NKPC) using the Generalized 
Method of Moments (GMM) in view of leads/lags of the explanatory vari-
ables being used and potential endogeneity of the variables. Estimation of 
various alternative specifications shows statistical support for the backward-
looking Phillips curve which corroborates previous studies mentioned 
earlier. We also conduct robustness tests by estimating it across two  
specifications—augmented with quarter-on-quarter exchange rate changes 
and without them—and over two sample periods—including and excluding 
the post-global crisis period.

Hansen’s J-statistic indicates that the instruments satisfy the orthogo-
nality condition and are, therefore, valid instruments. There is also no 
evidence of residual auto-correlation, as evidenced by the Q statistic. The 
Kleibergen–Paap rk Wald F-statistic, which tests the strength of instruments, 
appears reasonable, though no critical values are available. Accordingly, 
weak-identification-robust inference statistics for relevance of endogenous 
regressors such as the Anderson–Rubin (AR) Wald Test are preferred in the 
literature (for a discussion, see Patra and Kapur 2012a). This test strongly 
rejects the joint null in all the four specifications and, therefore, indicates that 
the endogenous regressors are relevant. Thus, the Phillips curve or aggregate 
supply function appears to be reasonably well identified.

(Figure 4 Contd)
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The results turn out to be revealing. Intrinsic persistence, measured from 
the coefficient on lagged inflation, actually declines from the pre-global cri-
sis period range of 0.58 and 0.74, with and without the exchange rate term, 
respectively, to the full sample period (including the post-global crisis period) 
coefficient range of 0.49 to 0.54, again with and without the exchange rate 
term. Thus, exclusion of the exchange rate term produces a sharper decline in 
intrinsic persistence than otherwise, suggesting misspecification and validat-
ing the need for incorporating exchange rate effects in the NKPC estimation 
for India. These results also show the exchange rate pass-through to inflation 
declining i.e., a 10% change in the exchange rate resulted in a 2.8% change 
in inflation before the global crisis and 0.09% change in inflation when the 
post-global crisis period is included (Table 8). Cross-country comparisons 
suggest that intrinsic inflation inertia in India, though declining, is still high.7

Turning to extrinsic persistence, its statistical significance is indicative 
of the presence of both real and nominal rigidities implied by Calvo-type 
staggered price setting behavior. This could also be reflecting both the sub-
stantial share of administered prices in the WPI and the inertia in the adjust-
ment of output to its potential. Extrinsic persistence appears to have slightly 
increased when the post-global crisis period is included to 0.22 from 0.19 in 
the pre-global crisis period when the NKPC including the exchange rate term 
is considered; but, it is only about two-fifth of the intrinsic persistence. The 
estimated sacrifice ratio with the postcrisis period included is close to 2.3, 
slightly higher than 2.2 for the pre-global crisis period and also higher than 
the range of 1–2 in earlier studies for the pre-crisis period (Kapur and Patra 
2003; RBI 2002). This suggests that monetary policy induced disinflation 
of one percentage point from its trend/long-run average is associated with a 
reduction of 2.3% in output, indicating a flattening of the aggregate supply 
curve post-global crisis.

Surprisingly, the contribution of expectations to inflation persistence in 
India, measured by the coefficient on one-period lead inflation, appears to 
have risen sharply in the post-crisis period to 0.60 from 0.46 in the pre-crisis 
period (again, only the exchange rate augmented NKPC is considered). This 
suggests that people lacked information on the nature of shocks impacting 
inflation, especially on the duration of the food price shock that started the 
inflation spiral in 2009, and the policy response thereto, and were perhaps 
confused when vegetable price spikes, which are typically seasonal, became 

7. For the United States, it is estimated to be in the range of 0.73 to 0.80 and for the Euro Zone 
in the range of 0.42 to 0.45 (Dosschey and Everaertz 2007) or generally less than 0.5 (Altissimo  
et al. 2006). For Brazil, intrinsic inflation persistence has been estimated to be in range of 
0.47 to 0.62 (Machado and Portugal 2012).
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longer lasting. The sharp increase in expectations driven inflation persistence 
also suggests that people discounted the credibility of monetary policy in 
its ability to lower inflation or in its commitment to the announced policy 
threshold.

T A B L E  8 .  Estimates of Inflation Persistence Using Hybrid Augmented 
Philips Curve

(Dependent variable inflation-πt )

Pre-crisis period Including post-crisis period

constant –0.014
(–5.85)

–0.003
(–0.62)

–0.01
(–4.43)

–0.007
(–2.07)

π(t–1) 0.74
(22.00)

0.58
(11.72)

0.54
(17.99)

0.49
(13.2)

πe 0.49
(19.73)

0.46
(10.4)

0.59
(21.13)

0.60
(13.7)

ygap

Ex_rain

0.16
(1.88)

–0.13
(–5.06)

0.19
(2.68)

–0.10
(–4.11)

0.19
(2.28)

–0.08
(–3.70)

0.22
(2.20)

–0.05
(–1.88)

Xt 0.12
(5.41)

0.05
(3.21)

Sacrifice ratio 1.57 2.17 2.45 2.32
Exchange rate pass-through (long-run) 0.28 0.09
R̄2 0.83 0.87 0.87 0.87
J-Statistic 9.75

(0.83)
10.41
(0.58)

12.93
(0.61)

12.12
(0.52)

lB-Q Statistics 16.1
(0.71)

15.1
(0.77)

20.9
(0.41)

24.9
(0.20)

Wald Test (χ2)
(π(t–1) + πe=1)

29.6
(0.00)

0.21
(0.64)

12.7
(0.00)

2.17
(0.14)

Weak Instruments Tests 
Kp Wald Tests 1.58 2.83 3.27 2.36
ar Wald f-Test 
(p-value)

15.1
(0.00)

12.4
(0.00)

20.8
(0.00)

32.3
(0.00)

Source: authors’ estimates.
notes: 1. figures in parentheses are t-statistics based on Hac standard errors corrected with newey 

West/Bartlett window and one-step iteration.
 2. lB-Q is the Box-pierce-ljung Q-statistic (p-values in parentheses) for the null of no residual 

autocorrelation for 20 lags.
 3. Hansen’s J-Statistic test for over-identifying restrictions for Gmm estimates; p-values are in 

parentheses.
 4. Estimation is by Gmm methodology for the sample period 1997:2 to 2012:4. Instrument 

variables: ygap(–2 to –3); Gfd_gap(–1); fEd(–1 to –3), nEErG(–1), oIlG(–1), foodG(0 to –4);  
oEcdG, (0) and (0 to –1) for equations with and without nEErG, respectively; nfcG(–1), 
InV_gap(–1); and crr, (0) and (0 to –1) for equations with and without nEErG, respectively.

 5. The null hypothesis in Kleibergen–paap rk (Kp) Wald f-statistic is that the equation is weakly 
identified. The null hypothesis in the andersen–rubin (ar) Wald Test is joint significance of 
endogenous regressors being zero in the main equation and orthogonality conditions being valid.
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3.5. Assessing the Policy Response

Our results indicate that inflation dynamics have undergone a change in 
the wake of the global crisis. How monetary policy responded to these 
changes is the subject of this sub-section. Drawing on the rich literature 
on the subject, the response of the monetary authority to different shocks 
impacting the economy can be conceptualized in the form of a quadratic 
utility-based welfare function that minimizes the squared deviations of output 
and inflation from potential and target, respectively (Woodford 1997). While 
the validity of this approach has been questioned (Bernanke and Mishkin 
1997; Blinder 1997; Clarida and Gertler 1997; DeLong 1997), our paper 
is mainly driven by its interest in a policy rule that sets a time path for the 
policy interest rate which optimizes the objective function subject to linear 
behaviorial constraints. Following Taylor (1993), this so-called “optimal 
policy rule” is incorporated in a simple optimizing interest rate specifica-
tion that allows the central bank to vary its instrument—the interest rate— 
linearly to movements in inflation and output (Woodford 2001). A forward 
looking specification is recommended in theory in which the interest rate 
is adjusted to future inflation and output deviations from target/potential. 
It is also useful to incorporate interest rate smoothing to represent inertia 
in policy response (Clarida et al. 2000; Paez-Farrell 2009). Some studies 
have found that exchange rate smoothing is an important consideration in 
the policy reaction function of most emerging economies, including India 
(as in Mohanty and Klau 2004). We also follow the literature in augmenting 
the policy reaction function with the influence of key international interest 
rates on domestic monetary policy in the context of the growing degree of 
trade and financial integration, large capital flows and potential business 
cycle synchronization. Accordingly, our specification of the policy reaction 
function takes the form:

 It = c0 + c1* Et-j πgapt+k + c2*Et-jyt+m + c3*It-1 + c4*ΔXt + C5*i*
t + εt (6)

where I is the nominal policy/short-term interest rate, y is the output gap, 
πgap is the inflation gap (in terms of deviation from the objective level set by 
the central bank for monetary policy purposes or the threshold level of 5% in 
India), i* is the Federal Funds rate, ΔX is the variation (quarter-on-quarter) in 
the nominal exchange rate of the rupee against the US dollar and “j” represents 
the possible information lag to which the central bank is subject. If k and m 
are both positive, we get a forward-looking version of the Taylor rule; the 
outcome is a backward-looking version if k and m are negative.
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The results of estimating the policy reaction function are given in Table 9. 
Following Mishra and Mishra (2012a), we adopt a sequential approach to the 
estimation, beginning with the “pure inflation targeting” situation in which 
the RBI changes its policy rate to movements in the inflation gap alone. 
This is followed up with the introduction of the output gap, exchange rate 
changes measured in percent of appreciation/depreciation and the Federal 
funds rate in that order so as to progressively approximate the multiple 
indicator approach currently adopted by the RBI. Furthermore, we estimate 
this family of policy reaction functions for the pre-global crisis period and 
for the full sample period that includes the post-global crisis experience.  
Instruments satisfy the orthogonality condition as per the J-statistic and the 
Q statistic shows no evidence of residual auto-correlation. The Kleibergen–
Paap rk Wald F-statistics are reasonably high, particularly in specifications 
excluding the exchange rate. The AR statistic indicates that the endogenous 
regressors are relevant.

In the hard inflation targeting case where the policy interest rate responds 
to future—one period ahead—movements in the inflation gap alone, the 
coefficient on the inflation gap slightly falls from 1.6 in the pre-crisis period 
to close to 1.4 in the full sample that includes the postcrisis years. This satis-
fies an important pre-condition for stability of the policy reaction function 
emphasized by Kerr and King (1996), Bernanke and Woodford (1997) and 
Clarida et al. (1998)—the coefficient on the inflation gap is expected to be 
at or above unity, failing which the policy rule can itself become a source 
of instability in the model leading to indeterminacy of the equilibrium. With 
this coefficient below unity, a rise in inflation leads to a decline in the real 
interest rate which stimulates a rise in aggregate demand which, in turn, 
induces a rise in inflation, thus confirming self-fulfilling revisions in expec-
tations. When the coefficient is above unity, short-term real interest rates 
do not adjust to accommodate sunspot shifts in inflationary expectations.

Next, we introduce the output gap as an argument in the policy reaction 
function. The coefficient on the inflation gap rises to about 1.9 during the 
pre-global crisis period and to about 1.5 during the full sample period. The 
output gap coefficient, however, remains more or less unchanged at about 
1.1. Third, we introduce the exchange rate into the reaction function. The 
exchange rate term is statistically insignificant, validating the point that the 
RBI does not react to exchange rate movements with interest rate changes 
but instead with foreign exchange interventions and capital controls (Mohan 
and Kapur 2009). The introduction of the exchange rate term, however, 
reduces the inflation gap coefficient and raises the output gap coefficient, 
and pre-global crisis period and full sample period coefficients are the same. 
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The addition of the Fed Funds rate renders the reaction function unstable in 
the pre-crisis period; in the full sample period, it is not significant.

Overall, there is a high degree of interest rate smoothing in all cases. 
This suggests a slow or so-called “calibrated” response to shocks to infla-
tion which, in some sense, could be imparting persistence to the inflation 
process, especially when large and unanticipated changes are warranted to 
unanchor inflation expectations from elevated levels (Poddar 2012). The 
preferred specification of the policy reaction function turns out to be the 
one with the inflation gap and the output gap, given the insignificance of 
exchange rate term and the federal funds rate.

Finally, in order to evaluate the performance of our estimates equations in 
an economy-wide framework, we nest the estimated expectations augmented 
hybrid NKPC in a fully specified New Keynesian macroeconomic model 
that includes our preferred specification of the policy reaction function 
and an aggregate demand function which relates the output gap to the real 
interest rate (derived from the effective policy rate minus inflation), its own 
lag, world output to reflect external demand effects, lag of excess rain and 
lag of real bank credit. The full estimated model is given below. In-sample 
deterministic dynamic simulations show that the model performs reasonably 
well in terms of the fit of the estimated path, including the turning points 
as seen in Table 10.

1. Aggregate demand
 yt = –0.0048 + –0.036*Ir

(t–2) + 0.817*yt–1 + 0.007*OECD_gr 
   (–4.38)  (–2.30)   (27.0) (9.73) 
  + 0.088*Ex_Rain(t–1) + 0.015*RNFCG(t–3) – 0.03*Dum2004Q1 
   (9.42)    (2.19)  (–6.60)
  + 0.017*Dum2001Q4
   (13.5)
 R-bar Square = 0.74; J-statistic = 14.0 (0.93)
2. Aggregate Supply
 πt = –0.007 + 0.489*π(t–1) + 0.22*yt–1 + 0.511* πe

(t+1)

  (–2.07)   (13.2)  (2.20)  (5.11)
  + 0.046*ΔXt – 0.048*Ex_Rain
    (3.21)   (–1.88)
 R-bar Square = 0.87; J-statistic = 12.12 (0.52)
3. Policy Reaction function
 It = 0.005 + 0.133* πe

gap(t+1) + 0.093*yt+1 + 0.91*I(t–1)

  (3.28)   (6.81)   (2.90)  (40.1)
 R-bar Square = 0.85; J-statistic = 10.4 (0.94)
Note: Figures in parentheses are t-statistics.
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T A B L E  1 0 .  In-Sample Dynamic Forecasting Performance

Sl. No. Statistic

Policy rate Inflation Output gap

(I) (π) (yt )

1. mean Error –0.0001 0.0008 0.0015
2. mean absolute Error 0.009 0.0067 0.0071
3. root mean Square Error (mSE) 0.012 0.0092 0.0092
4. Theil’s u 0.082 0.074 0.40

Source: authors’ estimates.

4. Appraisal of the Monetary Policy Framework

In the aftermath of the global financial crisis and especially the bout of 
high inflation persistence, a debate is beginning to brew in India around the 
need or otherwise for a change in the monetary policy framework to make 
it relevant, effective and, above all, credible. It is in this context that the 
case for adoption of inflation targeting (IT) is under scrutiny. This discus-
sion, by itself, is not new in India. On the one hand, it has been argued that 
the preconditions for inflation targeting are in place and the move to IT is 
apposite (Khatkhate 2006; Singh 2006), also because multiple objectives are 
sometimes in conflict (O’Neill and Poddar 2008; Poddar 2012). Others have 
pointed out that the liberalization of financial markets is far from complete, 
that the banking system has strong monopoly elements, that fiscal overhang 
still exists, and that there is a rather weak relationship between short-term 
interest rates and inflation measures in the Granger causation sense (Jha 
2008). An influential view has also been expressed that in India, it is neither 
desirable nor practical for the central bank to focus exclusively on inflation 
oblivious of the larger development context in which more often than not, 
the drivers of inflation in India emanate from the supply side. There is also 
the formidable challenge of getting a single representative inflation rate for 
a large economy with 1.2 billion people, fragmented markets and diverse 
geography. Moreover, the monetary transmission mechanism is impeded by 
administered interest rates, asymmetric contractual relationships between 
banks and their depositors, illiquid bond markets and large government bor-
rowings. Also managing large and volatile capital flows is not compatible 
with IT. At best, flexible IT—if inflation is way off target, a central bank’s 
first call is to bring it within acceptable range, and if inflation is within the 
range, the central bank should focus on other objectives—is preferable to 
pure IT (Subbarao 2010). The lack of complete formation of pre-conditions 
has also been proferred as an argument for establishing flexible inflation 
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targeting despite its theorized suitability to Indian conditions (Mishra and 
Mishra 2012b).

To date, 28 countries have adopted IT since New Zealand pioneered it 
in 1989. With the ECB and the US Federal Reserve seen as implicit infla-
tion targeters (Warburton et al. 2012), there are 30 countries that currently 
keep the faith. The country experience provides insights into what works, 
where and why (Annexure 4: Table 8).8 There is no unanimity of opinion 
in the economics profession on IT. The global crisis itself has brought with 
a radical re-appraisal of IT. The loss of macro-prudential discipline even 
while inflation targets were observed is seen as undermining the validity 
of the IT framework in terms of fostering complacency. It has also been 
argued that IT is a communications strategy—a means of breaking inflation-
ary psychology. It is an implicit contract with the public—the longer the 
inflation target is achieved, the greater the credibility of the central banker 
and of monetary policy. However, as the global crisis showed in 2008, 
circumstances may arise in which the central bank may want to break this 
contract. The massive quantitative easing engaged in by systemic central 
banks go well beyond abrogation of the implicit contract. Unconventional 
monetary policies have left the public uncertain whether the inflation target 
will be observed in future. Doubts have arisen about the durability and flex-
ibility of IT to withstand severe financial shocks—a child of its time that 
cannot mature (Warburton et al. 2012). In fact, the case for a new normal 
for inflation at 4% (Blanchard et al. 2010) has been regarded as challenge 
to IT in its present form. The need to combine financial stability with price 
stability, dealing with asset prices and life at the zero interest rate bound is 
seen as the new challenges confronting IT in the future.

India’s monetary policy framework can be described as de facto flexible 
IT with feedback. Our results show that the weight assigned to inflation is 
high by international standards, even in the presence of multiple objectives, 
and this ensures a stable reaction function. Furthermore, the coefficient on 
the inflation gap has increased when the post-global crisis period is incor-
porated into the policy reaction function. A deep-seated inflation aversion 
in the public’s expectations strengthens the perception of inflation at 5% as 
a threshold beyond which it is harmful for growth itself. The coefficient on 
the output gap is above unity in all specifications, indicating a strong com-
mitment to output stabilization relative to advanced economy central banks 

8. The Bank of England’s “State of the Art of Inflation targeting” CCBS Handbook  
No. 29 provides a rich and comprehensive overview. 
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(Blattner and Margaritov 2010) and several emerging economies (Mohanty 
and Klau 2004). Thus inflation is the dominant focus of monetary policy in 
India but it is accompanied by an emphasis on stabilizing output around its 
potential. It has been argued that this is indicative of the fact that the RBI 
regards deviation of output from trend as carrying the seeds of future infla-
tion. What needs to be fixed, then? In our view, the critical issue is that of 
obtaining an accurate gauge of the nature of underlying inflation dynamics 
or more specifically of the degree of inflation persistence and its sources. 
If inflation persistence has increased as our results show, this requires a 
preemptive and aggressive monetary policy reaction to break inflation 
expectations before they become entrenched. This suggests a closer scru-
tiny of the inertia emanating from monetary policy itself as evident in the 
high degree of policy smoothing. Furthermore, most inflation persistence 
episodes tend to emanate from food price shocks which become general-
ized. Consequently, accommodating food inflation on the argument that 
the Indian economy is more prone to supply shocks than demand shocks 
(Balakrishnan 1992) is a perilous strategy. The monetary policy framework 
will also be strengthened by some changes in its institutional apparatus. 
The new national level CPI must progressively be employed as the official 
measure of inflation in the RBI’s communication, as in all 28 IT countries. 
This has practical and operational benefits since it is available on a monthly 
basis, reflects retail inflation, and should be conveyed as a headline measure 
rather than in its core form—excluding food which comprises 48% would 
lack credibility. At present, the new CPI is only three years old and lacks 
sufficient inflation data points to test for its stability and comprehensiveness. 
Another institutional innovation could be the mainstreaming of inflation 
expectations into the monetary policy framework. In this context, the RBI’s 
surveys of urban households and professional forecasters hold promise.9

The debate on IT for India is, in a sense, being overtaken by the momen-
tum gathering around impending legislative changes to the proposed mon-
etary policy framework. The Report of the Financial Sector Legislative 
Reforms Commission (GoI 2013) envisages price stability as the prime 

9. The Reserve Bank has been conducting the inflation expectations survey of households 
since September 2005 to obtain the perception of urban households on price and inflation 
movements for three months ahead and one year ahead. The survey responses are both 
quantitative and qualitative in nature. At present, the survey covers 250 households from 16 
cities. The Reserve Bank has been conducting the Survey of Professional Forecasters on a 
quarterly basis from the quarter ended September 2007. Point forecasts on inflation are also 
among the responses elicited from professional forecasters. The forecasts are collected for 
the entire financial year, various quarters as well for longer periods like 5 and 10 years ahead.
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determinant of the conduct of monetary policy, but stops short of specifying 
such a requirement in its draft Code. Instead, it recommends that the Central 
Government determine the predominant medium-term objective of monetary 
policy as well as other secondary but prioritized objectives, each quantified 
numerically, through a formal process of articulation in a statement released 
in the public domain. It seeks independence for the central bank through the 
establishment of a monetary policy committee, with two external members 
appointed by the Central Government in consultation with the Governor, 
and the remaining three external members without consultation with the 
Governor. A formal voting structure, with attribution and public release of 
the voting record and rationale is also envisaged. The Central Government 
is also required to establish what constitutes a substantial failure to achieve 
policy objectives, requiring the central bank head to write a document 
explaining the failure, propose remedial action and specify a time horizon 
over which the return to target is to be achieved.

The recommendations of the Commission will inevitably be subjected 
to a national debate before the preparation of the formal legislation for 
parliamentary discourse and sanction. It is therefore timely to take note of 
some caveats to these recommendations in their present form. They essen-
tially draws from the Anglo-Saxon approach of goal dependent, instrument 
independent monetary policy which was found wanting in the context of 
the global crisis. It is necessary to carefully evaluate the more pragmatic 
and resilient alternative of the US Federal Reserve/ECB approach of goal-
independent, instrument-independent monetary policy. The latter provides 
flexibility which is critical to the conduct of monetary policy. It makes the 
central bank more accountable since it has to report to Parliament.10 Most 
importantly, it strictly precludes fiscal dominance in monetary policy, which 
is particularly crucial in a country like India in which a significant portion 
of inflation is determined by the Central Government through adminis-
tered prices (and wages), and monetary transmission is mainly impeded by 
Government’s administered interest rates, directed credit, statutory preemp-
tions and ownership in banking.

If, however, the UK model is preferred in the national debate, the objec-
tives of monetary policy (both predominant and secondary) must be specified 

10. In the United Kingdom, for instance, the view at the time of institution of IT was that 
the Bank of England “would not be able to account for its monetary stewardship on the Floor 
of the House of Commons. In a parliamentary system of democracy, it is Ministers who are 
accountable” (Tucker 2007). Similar arguments are raised in the Indian context, but may not 
hold if the central bank is given statutory independence. Moreover, breaking away from the 
British model may bring a refreshing improvement in accountability.
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clearly in an Act of Parliament, restricting the flexibility of the Central 
Government in terms of scope for changing the objectives from time to 
time, unless and until the Act is amended. If the FSLRC Act, hypothetically, 
mandates the RBI with an “inflation targeting” framework focused on price 
stability as the predominant objective, then the new Act must also recognize 
necessary preconditions for such a framework to work—fiscal discipline; 
better capacity to manage supply constraints and augment supply capacity 
to contain supply side persistent pressures on inflation (so that trade-off 
costs of inflation targeting are minimized); and improved monetary policy 
transmission through more complete and integrated financial markets. The 
FSLRC also mimics the approach of the Bank of England in its account-
ability mechanism. Over the period December 2009 to March 2013, the 
Bank of England has missed its target in several months and communicated 
its failure through monthly open letters to the Chancellor of the Exchequer 
(when inflation exceeded the target by 100 basis points). This process, 
while based on strong institutional foundations, does not at all appear to 
enhance the credibility of either the monetary policy or the Government. 
Identification of substantial failure and correctional strategies can only 
follow the establishment of strong credibility by the MPC in delivering on 
the target(s) set.

The conduct of monetary policy and the relative weights assigned to 
objectives is inevitably an informed judgment based on careful analysis of 
macroeconomic and financial developments. Specifying a medium term hier-
archy of objectives with the expectation that they “would be modified only 
occasionally” (GOI 2013) severely strait-jackets this judgment and could 
result in sub-optimal monetary policy. As an instrument of public policy, 
monetary policy is expected to be nimble and forward looking in response 
to fast changing macroeconomic dynamics relative to other instruments. 
Furthermore, all objectives may be difficult to quantify numerically as, for 
instance, financial stability.

5. Conclusion

Writing this paper has been like driving by watching the rear-view mirror—
hindsight confers 20/20 vision, but also the sobering reality that objects in the 
mirror are closer than they appear. What began as an exploration of a recent 
inflation episode has turned out to be a voyage of introspective discovery, 
providing valuable insights not just into understanding inflation persistence 
but also into managing it from a policy perspective.
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Policy makers are destined to live a life of self-annihilation, rising from 
the depths into moments of public discontent (usually), only to repose back 
into the anonymity of their unresting lives. Theirs cannot be the luxury of 
theism or intellectual edifices. It is ordained that they shall be judged only 
by the razor’s edge of outcomes, never how, always how much. So they 
have to be clinical, dispassionate and opportunistic in delivering on assigned 
objectives. Low and stable inflation is a contract between central banks 
and the public, an article of faith without escape clauses. Reneging on this 
commitment never goes unpunished, as the recent experience in India has 
shown. After forty excruciating months, inflation has begun to reluctantly 
recede, but the beast is not beaten, far from it. We suspect it lurks, waiting to 
rear its ugly head, not just in India but across the world, overtly in emerging 
economies and subliminally in advanced economies in the slosh of abundant 
liquidity. Consequently, pre-emptive strikes to the unraveling of its dynam-
ics are critical, no driver off the radar, no response off the table. This paper 
proposes an empirical framework to empower this monetary policy stance.

Our journey has yielded several lessons. First, overestimation of poten-
tial output growth has deleterious consequences. Misperceptions of supply 
capacities lead to emergence of demand pressures and inflation inevita-
bly rises above conscionable levels. If the initial burst of inflation gets 
entrenched in expectations, the greater persistence in inflation will require 
prolonged monetary policy tightening which could produce lasting impair-
ment to potential growth itself. To be fair, estimating potential growth is 
always difficult, and even more so in the aftershock of a global crisis. At 
the very least, however, there should be a preparedness to revise potential 
growth regularly and allow these revisions to inform the setting of monetary 
policy. Secondly, the large variance of inflation associated with a right skew 
is inflationary and persistent, a characteristic of inflation episodes in India 
right from the 1980s. A large portion of the components of inflation expe-
rience price movements significantly different from the headline or even 
core. Scrutinizing the cross-sectional distribution of inflation is, therefore, 
important for monetary policy. The IDEX constructed in this paper tracks 
well the broad-basing of price increases/decreases across the constituents 
of the price index.

Our results suggest that inflation persistence has increased in the post-
global crisis period. Though the influence of past inflation and that of inher-
itance from the macroeconomic environment has been declining, both are 
still high. Shocks to inflation will require forceful, more than proportionate 
policy responses. Output stabilization has important inflation spillovers and 
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is a legitimate argument in the monetary policy reaction function. Extrinsic 
persistence works in the same direction as intrinsic persistence, amplifying 
it through rigidities in the economic structure that impede elastic supply 
responses and result in high output costs of bringing down inflation. The 
“surprise” in our estimations and, perhaps, a contribution to the understand-
ing of recent inflation behavior in India, is the role of inflation expectations. 
Expectations have played a much larger role than before in inflation inertia in 
the post global crisis period. Did communication and action get decoupled, 
at least in the period of the incubation of inflation in 2009–10? In fact, only 
10.5 to 12.3% of respondents polled in the RBI’s household inflation expec-
tations survey believed that the RBI’s actions would lower inflation and this 
proportion was actually lower than in earlier rounds. Also, the high degree 
of interest rate smoothing in the policy reaction function could have been a 
source of persistence if agents viewed the “measured” policy responses as 
inadequate in relation to the magnitude of the increase in inflation.

What does this imply for the monetary policy framework? By itself, it 
does not suggest a radical change. The RBI explicitly states a numerical 
threshold of 5% as its inflation tolerance and 3% as its medium-term goal. 
Transparency instruments include quarterly publications of its inflation 
report titled “Monetary and Macroeconomic Developments”, publication of 
the minutes of its purely advisory monetary policy committee without attri-
bution, publication of inflation forecasts with fan charts (forecasts of GDP 
growth as well as the rates of money supply, deposit and credit growth are 
also provided), speeches by the Governor and Deputy Governors and their 
testimonies before the Parliamentary Committee on Finance. On the other 
hand, the fiscal authority is still viewed as profligate and fiscal dominance 
as large. Monetary policy transmission is fragmented and incomplete, the 
financial sector is weakening, and the quality of macroeconomic data leaves 
much to be desired.

The monetary policy regime in India is currently the subject of tectonic 
change and significant institutional reform is being contemplated that would 
bring India closer to an inflation targeting regimen than ever before. By 
all considerations, a flexible inflation targeting framework of constrained 
discretion appears to be the consensus choice. Inflation is a developmental 
objective; it is most unjust to the unindexed poor. To end this paper, we can 
do no better than to back the RBI’s resolve in its annual monetary policy 
statement for the year 2013–14: “the Reserve Bank will endeavour to condi-
tion the evolution of inflation to a level of 5.0 per cent by March 2014, using 
all instruments at its command.”
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Annexure

Annexure 1: List of Variables

Ag_gap = Agricultural output gap measured as seasonally adjusted real 
agricultural GDP less trend obtained through HP filter.

ASYMX = Alternative measure of asymmetry for cutoff X percent.
CRR = Cash reserve ratio required to be maintained by banks.
DCHE = Month-on-month/quarter-on-quarter percentage change in manu-

facture chemicals component of WPI
DFOOD = Month-on-month/quarter-on-quarter percentage change in pri-

mary food component of WPI
DFUEL = Month-on-month/quarter-on-quarter percentage change in fuel 

component of WPI
DWPI = Month-on-month/quarter-on-quarter percentage change in aggre-

gate WPI
DMAC = Month-on-month/quarter-on-quarter percentage change in manu-

factured machine component of WPI
DMANU = Month-on-month/quarter-on-quarter percentage change in 

manufacturing component of WPI
DMET = Month-on-month/quarter-on-quarter percentage change in manu-

factured metal component of WPI
DMFOOD = Month-on-month/quarter-on-quarter percentage change in 

manufactured food component of WPI
DNFOOD = Month-on-month/quarter-on-quarter percentage change in 

primary non-food component of WPI
DPRI = Month-on-month/quarter-on-quarter percentage change in primary 

component of WPI
DTEX = Month-on-month/quarter-on-quarter percentage change in manu-

factured textile component of WPI
Exrate = Year-on-year percentage change in Indian rupee and US Dollar 

exchange rate.
Ex_rain = Deviation of actual rainfall from long period average.
FED = Federal fund rate
FOODG= Year-on-year percentage change in primary non-food component 

of WPI.
GFD_gap = Gross fiscal deficit (GFD) of central government measured as 

seasonally adjusted GFD less trend obtained through HP filter.
I = Policy rate
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Ir = Real policy rate (policy rate minus year-on-year percentage change in 
aggregate WPI) 

IDEX = Inflation Diffusion Index
INV_gap = investment gap measured as seasonally adjusted real investment 

less trend obtained through HP filter.
M3G = Year on-year percentage change in broad money.
NEERG = Year-on-year percentage change in nominal effective exchange 

rate.
NFCG = Year-on-year percentage change in non-food credit.
REERG = Year-on-year percentage change in real effective exchange rate.
RNFCG = Year-on-year percentage change in non-food credit minus year-

on-year percentage change in WPI.
OECD_G = Real growth in OECD GDP
OGAP = output gap measured as seasonally adjusted real GDP less trend 

obtained through HP filter.
OILG = Year-on-year percentage change in crude oil prices.
SD = Standard Devation
SK = Skewness
SD* SK= Standard deviation of year on year inflation times skewness of 

year on year inflation.
WPIG = Year-on-year percentage change in WPI.
Xrate = Annualized quarter-on-quarter percentage change in Indian rupee 

and US Dollar exchange rate.
πe_GAP = Year-on-year change in aggregate WPI minus implicit inflation 

target of 5.0 per cent.
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T A B L E  2 .  Mean Inflation Rates and Weighted Contribution to Overall Inflation

Year WPI Food items
Non-food  
articles

Fuel group  
and minerals

Non-food 
manufacturing

1981–82 4.9 1.7 0.1 0.9 2.3
1982–83 7.6 3.6 1.1 0.5 2.4
1983–84 6.4 1.4 1.1 0.7 3.3
1984–85 4.5 0.6 –0.3 1.2 3.0
1985–86 5.8 2.9 1.1 0.7 1.2
1986–87 8.2 2.6 2.2 0.2 3.2
1987–88 7.5 2.4 –0.2 0.5 4.7
1988–89 7.4 1.4 0.4 0.5 5.1
1989–90 10.3 3.2 1.7 1.4 3.9
1990–91 13.7 5.2 1.9 1.5 5.1
1991–92 10.0 3.4 0.0 1.5 5.2
1992–93 8.3 2.0 0.9 2.0 3.4
1993–94 10.9 3.0 2.0 1.0 4.9
1994–95 12.6 3.6 1.5 1.3 6.2
1995–96 8.0 1.7 0.6 0.7 5.1
1996–97 4.6 2.6 –0.1 1.4 0.6
1997–98 4.4 1.4 0.2 1.9 0.9
1998–99 5.9 3.4 0.7 0.5 1.4
1999–2000 3.3 0.8 –0.4 1.4 1.5
2000–01 7.2 0.1 0.1 4.5 2.4
2001–02 3.6 0.5 0.3 1.7 1.1
2002–03 3.4 0.8 0.5 1.1 1.0
2003–04 5.5 1.2 0.8 1.3 2.3
2004–05 6.5 1.0 0.0 2.4 3.0
2005–06 4.4 0.9 –0.1 2.2 1.5
2006–07 6.6 1.9 0.2 1.4 3.1
2007–08 4.7 1.4 0.5 0.2 2.7
2008–09 8.1 2.2 0.5 2.2 3.1
2009–10 3.8 3.6 0.2 –0.1 0.1
2010–11 9.6 3.0 1.0 2.4 3.1
2011–12 8.9 2.0 0.5 2.9 3.6
2012–13 7.4 2.5 0.5 1.9 2.4

Source: authors’ estimates.
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T A B L E  3 .  Moments of WPI Distribution

Year Mean Standard deviation Skewness Kurtosis

1983–84 7.5 7.1 1.3 6.8
1984–85 6.5 7.7 3.3 21.9
1985–86 4.4 8.7 –0.9 3.9
1986–87 5.8 8.2 0.7 3.1
1987–88 8.1 8.7 1.6 6.0
1988–89 7.5 8.2 –0.7 3.8
1989–90 7.5 8.0 0.7 1.2
1990–91 10.3 7.3 0.9 2.9
1991–92 13.7 8.2 0.8 2.3
1992–93 10.1 11.6 5.0 38.7
1993–94 8.4 8.2 1.1 4.2
1994–95 10.9 7.7 2.6 14.6
1995–96 8.0 6.5 1.4 16.2
1996–97 4.6 8.4 –0.1 3.8
1997–98 4.4 7.7 0.8 5.7
1998–99 5.9 8.5 1.2 4.4
1999–2000 3.3 7.7 0.1 5.8
2000–01 7.2 11.4 1.6 6.5
2001–02 3.6 5.2 0.5 3.5
2002–03 3.4 7.6 1.8 10.2
2003–04 5.5 6.7 1.0 4.0
2004–05 6.5 11.7 8.4 114.8
2005–06 4.5 6.2 0.6 3.7
2006–07 6.6 5.8 2.5 14.4
2007–08 4.7 5.9 –0.1 4.9
2008–09 8.1 6.2 1.1 5.4
2009–10 3.8 10.4 2.2 10.2
2010–11 9.6 8.3 1.6 6.6
2011–12 8.9 6.3 1.5 11.2
2012–13 7.4 4.9 0.4 5.4

Source: authors’ estimates.
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F I G U R E  1 .  Kernel Density Function (KDF) of WPI Inflation
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T A B L E  5 .  Comparison between CPIs and WPI

CPI-IW CPI-combined WPI

Base year 2001 2010 2004–05

population Industrial Workers
(78 centers)

rural villages  
(1,188 villages) + 

urban Towns  
(310 towns,  

1,114 quotations)
in 35 States/uTs

urban Towns
(5,482 

quotations)

Coverage—Commodity Group Weights (%)
(i) food Beverage and Tobacco 48.39 49.71 24.31
(ii) fuel and light 6.42 9.49 14.93^
(iii) Housing 15.29 9.77 -
(iv) clothing, Bedding and footwear 6.58 4.73 60.78#
(v) miscellaneous * 23.32 26.31
Total ( i to v) 100 100 100
Basis for Weighting diagram consumption 

pattern at selected 
centers during 
1999–2000

61st round 
consumer 

Expenditure Survey 
(2004–05)—nSSo

national 
accounts 
Statistics 

(naS), 2007

Sources: central Statistics office, ministry of Statistics and programme Implementation, labour Bureau, 
Government of India; office of the Economic adviser to the Government of India, ministry of commerce and 
Industry and authors’ Estimates.

notes: @ In cpIs the commodity groups are largely based on the classification of Individual consumption 
according to purpose (cIcop) criterion. The commodity basket in cpIs is grouped into (i) to (v) indicated in the 
table above. In WpI, the concept of wholesale price used for construction of the index comprises, as far as 
possible, all transactions at first point of bulk sale in the domestic market. The commodity basket is classified 
based on national Industrial classification (nIc) which is comparable to International Standard Industrial 
classification (ISIc) and the basket is grouped into primary articles (20.1%), fuel and power (14.9%) and 
manufactured products (65.0%).

* miscellaneous group in cpIs consists primarily of price indices of medical-care, education, recreation 
and amusement, transport and communication, personal care items and household requisites among others.

^ Includes prices of domestic and industrial electricity, domestic and industrial fuel consumption.
# In WpI classification non-food non-fuel items mainly includes WpI non-food manufactured products group 

(weight of 55% of the WpI basket). This group consists of a mix of consumer durables and non-durables as 
well as industrial basic, intermediate and capital goods. It also includes two sub-groups from primary article 
group, i.e., non-food primary articles (4.3% weight) and minerals (1.5% weight).
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F I G U R E  2 .  Inflation across Food and Non-Food Fuel Groups based on WPI 
and CPI
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Annexure 3

T A B L E  6 .  Break Estimates in Mean of Inflation—Monthly

Variable Andrew–Quandt Bai–Perron

Lag length

SBC AIC

all commodities 1995:5 1995:5 1 3
I. primary no Break no Break 1 3

food no Break no Break 2 2
non-food no Break no Break 1 1

II. fuel no Break no Break 1 1
III. manufacturing 1995:7 1995:7 3 6

food no Break no Break 1 1
Textile 1995:6 1995:6 3 3
chemicals 1995:7 1995:7 1 3
metals no Break no Break 3 3
machinery 1992:10 1992:10 3 3

Source: authors’ estimates.

T A B L E  7 .  Estimates of Persistence during Sub-Samples—Monthly (1982:4 
to 2013:3)

Variable
First sample
(Pre-break)

Second sample
(Post-break)

Full sample

No break With break

all commodities 0.198** 0.339* 0.302* 0.269*
I. primary – – 0.187* –

food – – 0.006 –
non-food – – 0.298* –

II. fuel – – 0.194* –
III. manufacturing 0.318* 0.548* 0.565* 0.423

food – – 0.112** –
Textile 0.496* 0.548* 0.582* 0.523
chemicals 0.230* 0.246* 0.260* 0.236
metal – – 0.510* –
machinery 0.448* 0.390* 0.542* 0.418

Source: authors’ estimates.
note: * and ** denote significance at 1% and 5% level, respectively.
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F I G U R E  3 .  Rolling Regressions of Sub-Components of WPI—Quarterly
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machinery
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F I G U R E  4 .  Rolling Regressions of Major Components—Monthly
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F I G U R E  5 .  Rolling Regressions of Sub-Components—Monthly
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Annexure 5

daTa sOUrces

Data on OECD real GDP growth and oil prices are from the OECD and 
database on Primary Commodity Prices, respectively. Data on the US 
federal funds rate target are from the Fred database of the Federal Reserve 
Bank of St. Louis (http://research.stlouisfed.org/fred2/). Data pertaining to 
Indian economy are obtained from the RBI’s Database on Indian Economy 
(http://dbie.rbi.org.in/DBIE/dbie.rbi?site=home), data put out on the web-
site of the Central Statistics Office, Ministry of Statistics and Programme 
Implementation (http://mospi.nic.in/Mospi_New/Site/home.aspx), Labour 
Bureau, Government of India (http://www.labourbureau.gov.in/main2.html) 
and Office of the Economic Adviser to the Government of India, Ministry of 
Commerce and Industry (http://eaindustry.nic.in/). Data on the gross fiscal 
deficit of central government are obtained from the website of the Controller 
General of Accounts, Government of India (www.cga.nic.in).
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Comments and Discussion

Kenneth M. Kletzer 
University of California

After the disinflation of the 1990s, the rate of inflation for India gradually 
rose leading up to the global financial crisis. Despite the crisis, inflation 
did not abate after 2009 and continues to exceed the levels of inflation of 
advanced and other major emerging market economies. The return of infla-
tion approaching 10% per annum and the depreciation of the rupee have 
become headline headaches for policy makers. As elsewhere, inflation is 
unpopular in India. The policy response to the financial crisis appropriately 
addressed the prospect that financial distress and recessions abroad would 
result in a domestic contraction. Stimulus under the circumstances of 2009 
was a cautious policy. The subsequent decline in economic growth was 
modest but inflation was sustained.

This paper addresses three related topics associated with India’s postcrisis 
inflation experience. The first concerns the statistics of inflation and the 
sources of its persistence. The second is how monetary policy may have 
contributed to this inflationary episode. Third, the paper considers the pos-
sibility of implementing flexible inflation targeting in India.

The empirical analysis of the paper uses the Wholesale Price Index (WPI) 
and its primary component series. The WPI is the most commonly cited price 
index for India and is used to communicate monetary policy to the public by 
the RBI. Its flaws as a measure of inflation and guide for monetary policy 
are widely acknowledged, although publication of the comprehensive All 
India CPI began only in February 2011. However, it is worth repeating that 
the WPI is not a producer price index (some prices are retail and others are 
wholesale) and that services are included in CPI. The paper addresses this 
by comparing the univariate analysis for the WPI and CPIs. Ideally, we 
would like to see a historical series constructed from the underlying survey 
data replicating a comprehensive CPI for studying the inflation process and 
consequences of monetary policy in India.

The moments of inflation for India are not surprising in that inflation dis-
plays typical skewness and kurtosis. The relationship between the dispersion 
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of inflation rates across expenditure categories and mean or median inflation 
ought to tell us something about inflation dynamics. I am perplexed by the 
proposed index of diffusion (IDEX). As far as I can tell, it centers inflation 
about zero, and it uses an arbitrary band of five percentage points each side. 
I may be misreading, but the dispersion of inflation might be more meaning-
fully measured around an estimate of core inflation (for example, a moving 
average). The degree of diffusion could be measured by the frequency that 
individual category inflation exceeds various thresholds calculated for the 
data such as two standard deviations from the mean, median or a moving 
average.

The univariate analysis reveals a postcrisis increase in the persistence 
of nominal food price increases and that inflation in food products tends to 
lead inflation in the overall WPI over the entire data sample. The authors 
commendably resist the popular interpretation that food price rises cause 
inflation. It is worth recalling that food price increases are relative price 
changes and inflation is an overall rise in nominal prices. An empirical 
relationship between relative price increases and persistent nominal price 
rises reflects events in the money market—a change in either money demand 
or supply. Attributing inflation to food price shocks is uninformative about 
policy because the relationship is created by policy.

The results that food or fuel price increases lead to rising inflation may tell 
us something about the process of nominal price adjustment and monetary 
policy reactions to shifts in aggregate supply. For example, if the costs of 
resetting sticky nominal prices are lower for food products than for other 
manufacturing goods, then an increase in expected future inflation will 
lead to a transitory rise in relative food prices if price-setters are forward 
looking. Expected inflation depends on news about future monetary policy 
and its conditional response to aggregate supply and demand shocks. In 
this example, a rise in expected money growth would lead to a temporary 
increase in relative food prices and subsequent convergence of overall infla-
tion to food price inflation: nominal food prices lead the price level but do 
not cause inflation.

How expectations are formed depends on how policy makers respond. 
Thus, if monetary policy accommodates aggregate supply shocks, price-
setters ought to expect higher inflation to follow supply shocks. Because 
relative food price rises are found to lead to persistent increases in nominal 
food prices and overall inflation, price-setters will expect a monetary expan-
sion to follow a relative food price shock. We ought to be concerned about 
how monetary policy responds to transitory and permanent commodity 
price shocks.
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The analysis of persistence is appropriate and thrifty. The multivariate 
analysis begins with a new Keynesian Phillips curve that allows for back-
ward and forward price-setting behavior. The main observation to highlight 
is that inflation continues to be comparatively sticky for India by interna-
tional comparison (intrinsic persistence). The consequences of overall per-
sistence of inflation verified by the univariate and multivariate regressions 
for policy are raised by the relatively large intrinsic and small expectational 
components. The resulting costs of disinflation and persistence of monetary 
accommodation of supply shocks create a challenge for central bank policy.

The important part of the empirical analysis is the estimation of the mon-
etary policy rule. The specification is a generalized Taylor rule for which 
the lagged policy interest rate, inflation gap and output gap are significant. 
Reserve Bank policy displays sensitivity to both inflation and output as its 
stated policy goals, but it also shows a sluggish response to the inflation 
gap. Interest rate smoothing reflects policy adjustment. The lagged policy 
rate receives a coefficient estimate of 0.9, which is in line with other emerg-
ing markets. However, the coefficient estimate for the inflation gap is very 
small by comparison. Cumulatively, the policy rule is stable, but historically, 
policy rate adjusts are infrequent in the face of persisting inflation. In the  
preferred specification, a 1% rise in inflation leads to a 13 basis point quar-
terly rise in the policy (repo) rate followed by a 12 basis point rise the next 
quarter and so on. The predicted cumulative increase in the repo rate to a 
persistent one percentage point of inflation exceeding the inflation target 
over one year is 45 basis points. This falls short of a median emerging central 
bank response of roughly 150 basis points.

The authors do not highlight this result and its implication. They demon-
strate empirically that the Reserve Bank has responded to persisting inflation 
either in small steps or with substantial lags. Eventually, the policy rate 
responds but it take a long time. When this equation is combined with the 
estimated new Keynesian Phillips curve at the end of Section III, we find 
that inflation indeed persists and a rule with a higher response to current 
inflation and less inertia could lead to shorter duration inflationary episodes.

Looking at the policy response after the Lehmann crisis in September 
2008 in Figure 1, we can see that the Reserve Bank did respond aggressively 
to the crisis reducing the repo rate from 9.00% in October 2008 to 4.75% 
in April 2009. An accommodative policy response to the global financial 
crisis seems both prudent and a source of the ensuing inflation. As infla-
tion returned, the repo rate was progressively raised in 0.25% steps from 
March 2010 until it reached its peak of 8.50% at the end of October 2011.  
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The cumulative 3.75 percentage increase over more than 18 months presum-
ably was in response to WPI inflation of 10%, 5 percentage points over often 
stated target inflation. Assessing the appropriateness of the weights placed 
on economic growth (the output gap) and inflation since 2009 is beyond the 
scope of either the paper or a brief discussion. What we do learn from the 
multivariate analysis of Patra, Khundrakpam and George is that the interest 
rates have responded slowly to inflationary shocks for some time.

F I G U R E  1 .  Repo Rate and Cash Reserve Ratios Postcrisis
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Source: rBI database on the Indian Economy.

The remainder of the paper cautiously enters the debate over whether 
India should adopt an inflation targeting regime. The discussion is informa-
tive about the implications of a formal inflation targeting framework and 
the discussion so far. Of particular interest to the authors is the delegation 
of responsibility for setting goals for monetary policy and for implement-
ing those goals. Two points made are worth stressing. The first is that India 
displays a de facto inflation target. Policymakers seem to agree that inflation 
should be around 5%, and the Reserve Bank sets its policy rate responsively 
to the inflation gap and the output gap, as under a flexible inflation target 
with multiple objectives.

The second point is that a framework with monetary policy goals set by 
the government and implementation determined by the central bank, fol-
lowing the model of the United Kingdom, is favored in the current discus-
sion. As shown in Table 8 of Annex 4, several inflation targeting countries 
opted for joint goal setting by the government and the central bank. Given 
the history and current reality of fiscal dominance of monetary policy in 
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India, it is unlikely that the Reserve Bank could gain more independence 
than the clear assignment of responsibility for implementing a target which 
the government sets.

If India adopts an inflation targeting regime, then the Reserve Bank will 
face a challenge implementing an explicit target. The relationship between 
monetary policy actions and credit expansion or price-setting is not well 
understood. Indian finance is primarily intermediated by the commercial 
banks, and as we have learned, these do not extend new loans or increase 
credit to existing debtors very responsively to short-term interest rates or 
investment opportunities and returns. While understanding how markets and 
real activity respond to monetary policy instruments is a matter of ongo-
ing research and practice, the data that are used to guide the formation of 
central bank policy need to make sense. The more realistic comprehensive 
CPI ought to be adopted over the WPI to measure inflation both internally 
at the Reserve Bank and externally for communicating with the public. The 
argument that credibility is served by sticking with a familiar but flawed 
price index is not convincing. Credibility should be easier to gain using a 
more meaningful measure of inflation.

The main results of the paper are the measurement of the persistence 
of inflation in India and of the short-run response of monetary policy to 
inflation increases. It appears that as supply shocks fade, inflation persists 
because the Reserve Bank raises its policy rate slowly in response to inflation 
as negative output gaps decline. This may well be a consequence of the lack 
of independence of the central bank. However, it does appear to be a source 
of inflation persistence in the empirical results presented here. The transition 
to a formal inflation targeting regime with instrument independence for the 
Reserve Bank should bring an opportunity for gaining greater credibility 
for generating lower inflation. The authors have thoughtfully summarized 
the parameters and issues for a reasoned consideration of monetary policy 
reform for India.

Surjit Bhalla 
O[x]us Investment

I had made several points with regard to the Patra et al. paper at the time of 
the conference in July 2013. I have gone through the revised paper in some 
detail; unfortunately, I find that the authors have ignored the comments and 
suggestions for revision. This is their prerogative, but the least one would 
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have expected is that the authors would dismiss, in an academic fashion, the 
suggestions made. My comments, therefore, remain as I had stated in July.

In today’s post-global crisis scenario, India stands out as a singular 
exception to the prevailing disinflation scenario. Indeed, the six-year aver-
age CPI inflation ending in 2013 is within a whisker of 10%, and within 
spitting distance of the record six-year average of 10.1% observed in 1975. 
Recall that the 1975 average was caused by oil prices quadrupling in October 
1973. No such easy explanation is available for the present Indian record. 
An analysis of the determinants of such inflation is what I was looking for 
in the Patra paper. Instead, what the paper delivers is a lot of elevator sta-
tistics (this went up and this down and at so much statistical significance) 
and precious little explanation as to why CPI inflation has raged on for the 
last six years at double-digit levels.

A pertinent inflation issue that was missed by the paper was the deep 
divergence between the WPI, which is used by the RBI, and the CPI. The 
excuse given by the RBI, time and again, is the fact that this CPI is a new 
index and is not comprehensive enough. However, the authors don’t even 
mention, let alone discuss, the fact that a comprehensive rural (CPIAL) 
and urban (CPIIW) price index has existed for the last sixty years, and 
can be used to construct a synthetic all India index. If this had been done, 
then the authors would have found that there is no precedent to the deep 
divergence that exists today between the WPI and CPI. One of the simplest 
explanations behind this new phenomenon is the weighting diagram, i.e. the 
share of food in the index. The share of food in the CPI is an exorbitantly 
high 50%. On the other hand, its share in the WPI is at a much lower 22%. 
Therefore, an important explanation for high double-digit CPI inflation is 
inappropriate weights.

Incidentally, the Patra et al. paper makes no mention of the GDP or the 
implicit GDP deflator, which are extremely important to the study of infla-
tion. To emphasize this point, the implicit GDP deflator accounts for all the 
goods and services in the economy and it would have been interesting point 
to focus on, especially given the deficiencies in the CPI and WPI. A reason 
behind this oversight could have been the case of “have data, will analyze” 
without focusing on the reasons behind the current situation. [In the revised 
paper, the authors have a sentence or two brushing aside the importance, or 
relevance, of the GDP deflator].

History of what is being analyzed—inflation: Between the broad range 
of years 1960 to 1993, inflation in India, irrespective of the chosen meas-
ure, not only averaged around 8% per annum but also had relatively low 
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volatility. In the mid-1970s, there was a spike in inflation due to oil price 
rise. However, through the mid-1970s and even with the economic reforms 
in 1991, inflation stayed at this average level of 8%. It was during the period 
between 1996 to 2007 that inflation suddenly fell to an average of 4 to 5%, 
regardless of the inflation measure (whether it is GDP deflator, CPI or WPI). 
After 2007, the scenario completely changed and inflation went to double 
digits, in terms of both CPI and WPI. With this brief peek into history, the 
question arises as to what happened post-2008. The government and the RBI 
give a range of reasons behind the rise and fall of inflation—external factors, 
external shocks, oil prices. In these comments on the Patra et al. paper, an 
attempt is made to offer robust explanations as to what might have happened.

A favorite explanation for high inflation in India is “inflation expecta-
tions”. Figure 2 depicts the inflation expectations measure as well as the 
actual WPI value. The inflation expectations measure is constructed using 
a survey conducted at the end of each quarter, in which people are posed 
questions on their expectations of inflation over a certain period of time— 
3 months, 6 months, etc. Note the close correspondence between the expecta-
tions of inflation and actual WPI inflation. The main point of the graph is the 
lack of any causal linkage between the inflation expectations measure and 
actual inflation. And therefore, the argument presented in the paper of infla-
tion being affected by persisting expectations is without much empirical basis.

F I G U R E  2 .  Inflation Expectations (Expectation and Actual year-on-year, in %)
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Imported Inflation: Figure 3 compares the inflation in India with other 
developing countries for the period of 1980–2012. The median inflation is 
used for developing countries and the CPI measure is used for India. The 
interesting fact to note, especially by government officials, is the existence 
of a close correlation between the two. The turning points of the curves are 
mostly captured, except for post-2008, which still need to be addressed. It 
is the answer to the post-2008 divergence that should have been the focus 
of the paper.

F I G U R E  3 .  CPI Inflation in India and Developing Countries: 1980–2013; in %
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Do supply shocks explain inflation? Supply shocks, especially food 
supply shocks, rainfall and droughts are often considered as important 
explanators of high inflation. With regard to agricultural supply shocks, it 
is noteworthy that the period of low inflation—1996 to 2007—was accom-
panied by very bad rainfall shocks. The period 1998 to 2003 (particularly 
2002) was the third worst rainfall period in Indian history since 1871, which 
led to low agricultural growth as well. While there was a spike in onion infla-
tion around this period, the aggregate inflation, surprisingly, still remained 
between 3 to 5% despite the food supply shocks.

Role of administered food prices in causing inflation: In Bhalla (2011a), I 
had offered an explanation for the high CPI inflation India was experiencing. 
In that paper I had contended that high procurement prices for foodgrains, 
sugar, cotton, etc., were causing the relative price of food to increase, and 
this increase in the relative price was a major cause of high inflation. For 
those unfamiliar with the operations of the Indian economy, prices of several 
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crops—rice, wheat, sugar—are administered by the government. These 
prices are weighted by the share of these crops to create an index called the 
procurement price index.

The chain of causation is as follows. When the government raises the 
procurement price of agricultural output, then the price of the factors of 
production for that good—land, wages will rise. In the post-2008 period, 
wages, especially rural wages, rose at an unprecedented pace. But this had 
less to do with NREGA and more with the fast paced increases in the rela-
tive price of food.

To put this into perspective, between 1996 and 2004, the relative price 
of food stayed within a band ±5%, i.e., if the chosen index is 100, then the 
relative price of food was between 95 to 105. However, post-2005, the 
relative price of food exploded and shot up by 30%, simply in the span of 
four years (Figure 4).

F I G U R E  4 .  Relative Prices (Indices, Base = 2004/05)
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I ran a simple regression using percentage change in CPI inflation as the 
dependent variable and aggregate percentage change in the procurement 
price index (lagged 1 period) as the independent variable. The coefficient 
of the procurement price was 0.3, which implies that a 10 percentage point 
increase in procurements prices leads to a 3 percentage point increase in 
CPI. It is important to note that these results come with a simple one-variable 
regression. Dummy variables for three years have also been included, for 
1983, 1991, and 1998 (procurement prices in India started in 1976).
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Figure 5 depicts the CPI inflation, procurement prices and its values as 
predicted by the above regression. From 1978 to 2006 (the sample used for 
the regression), the predicted values are completely accurate. Moreover, it 
continues to predict accurately post the sample period as well. See Bhalla 
et al. (2011a) for details.

F I G U R E  5 .  CPI vs. Procurement Prices (year-on-year % changes)

30

25

20

15

10

5

0

19
80

19
83

19
86

19
89

19
92

19
95

19
98

20
01

20
04

20
07

20
10

20
13

Inflation: procurement price, lagged one year

Inflation: cpI

Source: reserve Bank of India, data Handbook of the Indian Economy.

“Taylor formulation”: The authors estimate a Taylor formulation to 
explain the determination of short-term interest rates, the repo rate. A near 
identical exercise was conducted by Bhalla et al. (2011b) for 27 differ-
ent countries. The results for India are very similar except for the role of 
exchange rate changes—Patra et al. do not find any statistical significance 
for exchange rate changes, while Bhalla et al. do. It would have been useful 
for the authors to explore this divergence in the results.
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General Discussion

Indira Rajaraman argued that RBI policy has been significantly handicapped 
by unreliable measures of the inflation rate. In particular, the CPI fully incor-
porates indirect taxes and the WPI includes some taxes. She believed that 
the shift to a value added tax after 2005 was a major factor contributing to 
the rise in inflation, and such changes should be excluded from an index used 
as an indicator for monetary policy. The monetary authorities should have a 
price index for policy purposes that excludes the direct effects of tax changes.

T.N. Srinivasan contended that the models and policy framework were 
basically those of high-income countries, such as the United States or the 
United Kingdom, and were insufficiently modified to reflect the specific 
circumstances of India. He also thought there was an inadequate explana-
tion of the computation of potential output and questioned its usefulness. He 
pointed out that the paper also suggests that there is no coordination between 
monetary and fiscal policy: are the monetary authorities trying to correct for 
the actions of the fiscal authorities, or vice versa. Finally, he disapproved 
of a formulation of the policy objective that did not explicitly include the 
welfare of the Indian population as a goal.

Vijay Joshi pointed out that the paper suggested a worsening in recent 
year of the tradeoff between inflation and output growth. He attributed that 
to increased indexation of wages and suggested that the effort to reduce infla-
tion would be more costly in terms of lost output than in the past. Second, 
he argued that adoption of a policy of inflation targeting was inconsistent 
with India’s current practice of devoting considerable attention to manag-
ing the exchange rate. The monetary policy authorities cannot target two 
objectives and would be forced to choose. Finally, he noted that a regime of 
inflation targeting is also inconsistent with the notion of policy coordination, 
an issue raised by T.N. Srinivasan, unless the coordination is all on the side 
of the fiscal authorities. Advocates of inflation targeting explicitly reject 
the notion of policy coordination. He wondered how these issues could be 
resolved in the Indian context. Devesh Kapur added that the conflict was 
even greater because the monetary authorities were actually targeting three 
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goals: minimizing inflation, maximizing output growth, and stabilizing the 
exchange rate.

Tom Richardson thought it strange that India still focuses on the WPI 
to guide its monetary policy instead of the CPI. He argued that the new 
All India CPI index closely follows the index for industrial workers dur-
ing their period of overlap. Could not the industrial worker index be used 
to extrapolate the All India series back in time, enabling the new series to 
be adopted for analysis and policy guidance? T.N. Srinivasan thought the 
problems with the inflation measures went deeper than simply choosing 
between the CPI and WPI. The adjustments for quality change and new 
products were inadequate and the WPI should be eliminated in favor of a 
true producer price index.
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1. Introduction

The Indian economy recorded robust growth of 9% plus per annum 
during 2004–08, and the high growth phase was accompanied by 

the consolidation of key macroeconomic indicators. However, this process 
suffered a setback with the onset of the North Atlantic financial crisis 
(NAFC) in 2008. Growth rebounded initially in response to large monetary 
and fiscal stimuli but slowed down significantly subsequently; moreover, a 
substantial widening of the current account and fiscal deficits has occurred 
since 2008–09, along with inflation climbing to an elevated level. With 
the observed decline in domestic saving and investment (S–I) rates, there 
are concerns that India’s potential growth rate has now fallen significantly 
(Mishra 2013c). Furthermore, given the large twin deficits, concerns have 
also been expressed about the possible emergence of a balance of payments 
crisis (for example, Acharya 2013; Mody and Walton 2013; Tarapore 
2013b). These concerns came to the forefront during June–August 2013 
following the mention of tapering of its unconventional monetary policy 
by the US Federal Reserve and the resulting volatility in the global and 
domestic financial markets. There is also a view that the high growth phase 
of 2004–09 was a debt-led cyclical boom, supported by unprecedented capital 
inflows, coinciding with an exceptional growth phase in the world economy  
(Nagaraj 2013).

Can India be placed on a sustained high growth path again so that it grows 
consistently over the next couple of decades and beyond? To what extent 
have domestic economic policies contributed to the slowdown that might 
have been expected in any case, as a result of the headwinds emanating 
from the NAFC?

Against this backdrop, this paper begins with an evaluation of India’s 
recent growth experience in a cross-country perspective (Section 2). This 
is followed by an assessment of the role of domestic macroeconomic poli-
cies in the growth slowdown; this section also examines as to whether oil 
demand is responsive to price movements and as to how much of the recent 
growth slowdown can be explained through conventional determinants 
(Section 3). Section 4 then assesses the factors that have led to the widening 
of the current account deficit (CAD) and explores: (a) the role of income 
and price elasticities in external trade and (b) the determinants of demand 
for gold imports in order to understand the widening of the CAD. Section 5 
focuses on some key issues in macroeconomic management going forward 
and concluding observations are in Section 6.
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2. Recent Macroeconomic Trends: India in a Global Perspective

After the NAFC in 2008–09, India’s real gross domestic product (GDP) 
growth rebounded sharply during 2009–11, but this rebound was short-lived 
and growth decelerated significantly in the following two years, as shown 
in Table 1. This deceleration in growth has been accompanied by a number 
of disconcerting macroeconomic developments since 2008–09. First, the 
noteworthy fiscal consolidation process witnessed during 2003–08 has 
suffered a setback and, despite some renewed correction, the fiscal deficit 
in 2012–13 was still more than double that of the pre-crisis year. Second, 
the CAD, which was relatively moderate and averaged around 1% of GDP 
during 1992–2008, widened significantly to just under 5% in 2012–13.  
Third, headline inflation, especially consumer inflation, has remained per-
sistently high in the post-crisis period. Finally, private corporate investment 
has declined significantly.

T A B L E  1 .  Key Macroeconomic Indicators: 2003–13
(%)

Year

Real  
GDP 

growth 
(factor 
cost)

Real  
GDP 

growth 
(market 
prices)

GFD/ 
GDP 

(center)
CAB/ 
GDP

Non-oil 
CAB/ 
GDP

WPI 
inflation

CPI 
inflation

REER 
index@

Real 
policy 
rate#

2003–04 8.1 7.9 4.3 (4.6) 2.3 5.0 5.5 3.9 96.8 –0.4
2004–05 7.0 7.8 3.9 (3.9) –0.3 2.8 6.5 3.8 99.9 –0.6
2005–06 9.5 9.3 4.0 (4.7) –1.2 2.7 4.4 4.4 102.7 1.7
2006–07 9.6 9.3 3.3 (4.3) 3.0 6.6 6.7 101.0 3.1
2007–08 9.3 9.8 2.5 (3.1) –1.3 2.9 4.7 6.2 108.6 2.2
2008–09 6.7 3.9 6.0 (8.2) –2.3 3.1 8.1 9.1 97.8 0.9
2009–10 8.6 8.5 6.5 (6.6) –2.8 1.5 3.8 12.4 95.3 1.5
2010–11 9.3 10.5 4.8 (4.9) –2.7 1.1 9.6 10.4 103.5 2.0
2011–12 6.2 6.3 5.7 (5.7) –4.2 1.1 8.9 8.4 100.7 1.0
2012–13 5.0 3.3 4.9 (4.9) –4.8 1.1 7.4 10.4 96.3 1.9

Source: database on Indian Economy, reserve Bank of India (http://dbie.rbi.org.in/dBIE/dbie.
rbi?site=home); Economic advisory council to the prime minister.

notes: @: 36-currency real effective exchange rate index (2004–5=100).
 #: nominal effective policy rate less 12-month moving average of non-food manufactured products WpI 
inflation.
figures in parenthesis are Gfd/Gdp ratios including off-budget liabilities.

Part of the domestic slowdown is obviously the outcome of a sluggish 
global recovery. As Table 2 shows, global growth fell from an annual average 
of 4.8% during 2003–07 to an average of 2.9% during the subsequent five-year 
period (2008–12), and the slowdown is visible across all regions, including 
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emerging markets. Clearly, global demand has fallen as a result of the 
NAFC and there has been some rebalancing of current account balance/GDP 
ratios across G20 countries. The advanced economies—the United States, 
the United Kingdom, Germany—have recorded an improvement in their 
current account positions. These were mostly associated with real currency 
depreciations and weak domestic demand. Interestingly, since the NAFC, 
it is the advanced economies that have generally recorded real depreciation 
with the Emerging Market Economies (EMEs) recording real appreciation— 
the consequence of accommodative monetary policies in the advanced 
economies. Many EMEs have correspondingly recorded high CADs. Thus, 
the slowdown in global growth and demand had some adverse impact on 
demand and growth in India, along with other EMEs, while also contribut-
ing to the widening of CAD.

The slowdown in India’s growth or widening of its CAD is thus not sur-
prising in a cross-country perspective. However, what is of concern is the 
extent of the slowdown and the magnitude of key imbalances in India. In 
2012, amongst the G-20 economies, India had the third largest CAD after 
Turkey and South Africa, and India’s fiscal deficit was the second largest 
after Japan. Compared to India, fiscal deficits in Turkey and South Africa 
are more modest, while Japan has a surplus on its current account. Thus, the 
concern in the Indian context is the high level of twin deficits which, as the 
crisis literature shows, can be a source of future vulnerability. Advanced 
economies with debt/GDP ratios above 80% of GDP and persistent CADs 
are vulnerable to rapid fiscal deterioration: government borrowing costs 
increase much more quickly at higher debt levels, especially for countries 
also running CADs (Greenlaw et al. 2013). Debt thresholds are, however, 
typically lower for emerging economies (Reinhart and Rogoff 2009). External 
vulnerabilities (large CADs) and domestic credit booms explain the NAFC, 
like the previous crises in emerging markets (Lane and Milesi-Ferretti 2010). 
These vulnerabilities were again visible in the most recent turmoil during 
June–August 2013, when the countries with large CADs were hit the most.

There is also a view that global growth in the pre-NAFC period was well 
above potential and the post-NAFC slowdown is a return to the underlying 
potential growth path. The potential growth of developing countries was 
6.3% during 2005–07, whereas the actual growth during this period aver-
aged two percentage points higher at 8.3%; the output gap which was close 
to zero in 2005 reached 3.5% in 2007 (World Bank 2013). Going forward, 
the World Bank estimates that potential growth for developing countries will 
be lower at 5.5% for 2012–15. Thus, the ongoing slowdown in the Indian 
economy can also be viewed as a part of the worldwide phenomenon of 
slower potential growth in the post-crisis period.
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While the growth slowdown, the widening of the CAD and the widening 
of the fiscal deficit in India are directionally in line with global trends, the 
domestic inflation outturn depicts a different picture. Inflation moderated 
or was largely unchanged in many economies on the back of weak demand 
in the post-2008 period. In India, however, it has been substantially higher 
in the 2008–12 period; see Table 2.

The brief global overview clearly shows deterioration in growth and cur-
rent account positions for a number of EMEs. Thus, the Indian slowdown 
and high CAD are not an aberration from these global trends, but what is 
striking is the extent of the slowdown and the deterioration. This suggests 
that domestic factors have added to headwinds from the global economy.

We now turn to the role of domestic macroeconomic factors and policies. 
At the same time, it is worth noting that the domestic financial sector exhib-
ited striking resilience to the NAFC, reflecting India’s prudent approach to 
domestic and external financial liberalization (Mohan 2011a).

3. Domestic Macroeconomic Policies and Growth Slowdown

Part of the growth slowdown in the Indian context during 2011–13 vis-à-vis 
the immediate post-crisis years (2008–09 and 2009–10) could be attributed 
to the withdrawal of the large monetary and fiscal stimulus that was admin-
istered immediately after the crisis (Rajan 2013). Following the collapse 
of Lehman Brothers in October 2008 and the intensification of the NAFC, 
there were large capital outflows from India reflecting sales by foreign 
institutional investors in the domestic stock market. There was, however, no 
direct impact of the Lehman collapse on the Indian banking system due to 
its limited exposure to toxic assets, in turn reflecting the prudent regulatory 
framework in India with regard to the banks. The Indian financial markets 
also worked normally in the aftermath of the Lehman collapse, albeit with 
elevated volatility (Mohan 2011c). Notwithstanding these relatively posi-
tive domestic developments, there was a sharp slowdown in the domestic 
economy in the second half of 2008–09; there was a perception that the 
global developments would have a serious sustained adverse impact on the 
real economy, given the relatively high degree of openness of the Indian 
economy by that time. Moreover, a number of advanced economies had 
undertaken significant monetary and fiscal stimulus measures, although 
these were clearly in response to the sharp slowdown in their own growth 
and the severe disruptions to their financial markets. Here, it is relevant 
to note that the Reserve Bank of India was in a tightening mode as late as  
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July/August 2008 in response to the then prevailing domestic macroeconomic 
conditions. Nonetheless, given the sharp downturn in the global economy 
and the perceptions of these developments having a serious knock-on effect 
on the domestic economy, India, like many other EMEs, took both monetary 
and fiscal measures.

On the monetary side, the effective policy rate was cut sharply from 
9.0% in September 2008 to 3.25% by April 2009; the cash reserve ratio was 
reduced from 9.0% to 5.0% over the same period. In addition, a number of 
other monetary and liquidity measures were instituted, which collectively 
had the potential to release liquidity of more than 10% of GDP (Mohan 
2011c). On the fiscal side, the Government, inter alia, cut the CENVAT 
(the main Central indirect tax in the form of a VAT) rate from 14% to 
8% between December 2008 and February 2009 and also increased plan 
expenditure. These measures were in addition to the stimulus already in the 
pipeline from implementation of the Pay Commission award and the agri-
culture debt waiver. Reflecting these actions as well as others, the Central 
government’s headline gross fiscal deficit (GFD) increased from 2.5% of 
GDP in 2007–08 to 6.0% in 2008–09. Including bonds issued in lieu of 
cash subsidies with regard to oil, fertilizer and food sectors, the GFD/GDP 
ratio recorded an even sharper increase from 3.1% to an all-time high of 
8.2%, which provides a better indicator of the boost to domestic demand 
from the fisc. Thus, both monetary policy and fiscal policy provided strong 
support—excessive with hindsight—to the domestic economy in 2008–09.

Monetary Policy

In contrast to the prevailing pessimistic outlook, real GDP growth in 2009–10 
and 2010–11, however, turned out to be much stronger as shown in Table 
3. Stronger growth started to be reflected in high inflation, initially in food 
inflation (by end 2009) and in underlying inflation by April 2010. Elevated 
international commodity prices and domestic structural imbalances in the 
availability of select domestic food items (pulses and other protein items) 
added to the inflationary pressures. Monetary accommodation was, how-
ever, continued until early 2010. The subsequent withdrawal was done in a 
phased and gradual manner during 2010–11 reflecting a number of factors: 
the high degree of uncertainty about the global as well as domestic outlook, 
the perception that the initial phase of high inflation was due to food prices, 
and the real-time data on domestic economic activity underestimating the 
strength of domestic demand at that time (Subbarao 2011). As inflationary 
pressures persisted and intensified, the pace of monetary tightening was 
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increased in 2011–12. This was in contrast to the rapid monetary and liquidity  
stimulus—the effective policy rate moved from 9.00% (repo rate) in 
September 2008 to 3.25% (reverse repo rate) in April 2009. Table 4 shows 
that the quantum and the pace of the monetary stimulus were more than those 
in most major emerging markets, despite the fact that no Indian financial 
institution had been substantially affected by the NAFC.

While inflationary pressures since 2010 are the outcome of factors noted 
above, one issue is: Did these also reflect the lagged impact of the high 
growth in monetary and credit aggregates in the pre-NAFC period? In the 
face of large and increasing capital flows—from 2.7% of GDP in 2003–04 
to 8.6% in 2007–08—the Reserve Bank had deployed a range of instru-
ments to manage these capital flows, including sterilized interventions.  

T A B L E  3 .  Real GDP Growth: Forecast and Actual
(%)

Year and institution

Overall GDP Industry Services

Forecast/
projection

Latest 
estimate

Forecast/
projection

Latest 
estimate

Forecast/
projection

Latest 
estimate

2008–09
professional forecasters @ 8.1 6.7 8.1 4.1 9.7 9.4
pmEac 8.5
rBI 8.0–8.5

2009–10
professional forecasters @ 5.7 8.6 4.1 10.2 7.5 10.0
pmEac 7.0–7.5
rBI 6.0

2010–11
professional forecasters @ 8.2 9.3 9.0 8.7 9.0 9.8
pmEac 8.2 8.7 8.8
rBI 8.0

2011–12
professional forecasters @ 8.2 6.2 8.2 2.7 9.6 7.9
pmEac 9.0 9.2 10.3
rBI 8.0

2012–13
professional forecasters @ 7.2 5.0 6.0 2.0 8.8 6.5
pmEac 7.6 7.0 9.1
rBI 7.3

Source: macroeconomic and monetary developments (various issues), rBI; Economic review (various 
issues), pmEac; central statistical organization.

note: @: forecast made in the last quarter of the preceding fiscal year (taken from the april/may issue of 
mmd) (for example, forecast made in the quarter ended march 2008 for the fiscal year 2008–09 and so on).
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Nonetheless, growth in broad money averaged more than 21% per annum 
during 2005–08, with growth in non-food credit averaging 28% and real 
GDP growth 9.5% during this three-year period. Actual growth in monetary 
and credit aggregates was also above the indicative projections set out by the 
Reserve Bank at the beginning of financial years. All these would suggest 
signs of overheating in the pre-NAFC period; indeed, inflation indicators did 
start increasing in 2007–08, but were compounded by the increasing oil prices 
at that time. Thus, the stimulus measures adopted after the NAFC added to 
the incipient inflationary pressures already emerging in the economy.

A related issue is: Is higher food inflation entirely the outcome of the 
minimum support price (MSP) policy and the Mahatma Gandhi National 
Rural Employment Guarantee Act (MGNREGA) (Bhalla 2013b)? Although 
a large increase in the MSP for the various crops has taken place during 
the recent years, especially since 2008–09, the causation is arguable. For 
example, there was a large increase in the actual prices (as measured by the 
wholesale price index (WPI)) of pulses during 2005–06 and 2006–07, but 
there was only a moderate increase in the MSP of these items. The MSP was 
then increased in 2007–08 and especially substantially in 2008–09, but even 
then the cumulative variation in the MSP between March 2005 and March 
2010 was trailing the cumulative variation in actual prices for the three major 
pulses (arhar, moong, and urad) and also wheat, although the situation has 
reversed since then, as can be seen in Table 5. Why did the prices of pulses 
increase substantially beginning 2005–06? Strong growth in domestic food 
demand from 2003–04, accompanied by near plateauing of domestic produc-
tion of pulses, is one plausible factor. Dietary patterns shifted in favor of 
protein-rich items on the back of higher incomes and this trend then seems 
to have got support from the MGNREGA scheme. The increases in MSP 
could then be viewed as an attempt by the government to incentivize farmers  
to increase domestic production of pulses to meet the rising demand.

Here, it is also relevant to note that the Reserve Bank of India had pointed 
to the possibility of overheating1 as early as 2006, but there was a substantial 

1. The RBI in its mid-term review in October 2006 had noted:

“Recent developments, in particular, the combination of high growth and consumer 
inflation coupled with escalating asset prices and tightening infrastructural bottlenecks 
underscore the need to reckon with dangers of overheating and the implications for 
the timing and direction of monetary policy setting. While there is no conclusive evi-
dence of overheating in the Indian economy at the current juncture, the criticality of 
monitoring all available indications that point to excess aggregate demand is perhaps 
more relevant now than ever before.” (RBI, 2006: 25).
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amount of skepticism about this assessment at that time. No doubt, there 
is a two-way feedback between actual prices and the MSP, but the previ-
ous analysis suggests that the higher order of initial increases in the MSP 
was necessitated by higher food demand on the back of high growth and 
rising incomes. The MSP story focuses on relative inflation. Similarly, the 
view that the MGNREGA has led to wage pressures stresses the cost-push 
view of inflation. But, high relative inflation cannot lead to persistent high 
overall inflation, unless it is generalized and accommodated. For example, 
non-food non-fuel consumer price index (CPI) inflation (rural and urban 
combined based on the new CPI series) has been around 8% since June 
2012 (it was higher at around 10% during January–May 2012), which is 
suggestive of generalized pressures. In the face of persistently high food 
inflation, monetary policy can keep overall inflation within its comfort zone, 
but this would involve excessive tightening and large output costs for the 
other sectors of the economy. Thus, productivity gains in food production  
provide a more durable solution to increase food production in a non-
inflationary manner.

Finally, the higher outlays on MGNREGA and the higher food subsidy 
bill are ultimately reflected in revenue deficits, which then add to domestic 
demand. If the revenue deficits had been contained through adjustments in 
other expenditures/higher revenues, then there might have been more merit 
in the cost-push argument—but only for explaining the short-term increase 
in inflation, not its persistence.

real inTeresT raTes: BOrrOwers

The extent of monetary accommodation can be better gauged through 
movements in real interest rates, although these are beset with a number of 
conceptual issues in regard to the measurement of inflation expectations. 
The relevant measure of inflation and inflation expectations could differ for 
the various economic agents/groups in the country: while consumer inflation 
may be more relevant for households, manufactured products WPI inflation 
could be more appropriate for the industrial sector. Accordingly, in this 
paper, real lending rates are assessed both in terms of headline WPI inflation 
and non-food manufactured products (NFMP) WPI inflation. Real deposit 
rates are analyzed in relation to consumer inflation and also in relation to the 
inflation expectations of households. Apart from the issue of the appropriate 
inflation rate, a related issue is: Are inflation expectations better captured 
by the year-on-year (y-o-y) inflation rate or some sort of average inflation 
rate? If inflation expectations are relatively well-anchored, it is likely that 
the y-o-y inflation matters less and the more appropriate yardstick would be 
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some sort of average inflation rate. Indeed, the empirical exercise carried out  
later on in the paper favors a real rate using a 12-month moving average of 
y-o-y inflation. Accordingly, the real interest rate is also presented using 
this indicator of inflation for the real policy rate.

While the nominal policy rate was being increased gradually during 2010 
and 2011, the real policy rate was highly negative with respect to y-o-y 
headline WPI inflation and marginally negative with respect to y-o-y NFMP 
inflation. Thus, arguably, monetary policy was still in an accommodative 
mode over this phase, although most commentators characterized it as being 
too tight. Real policy rates moved from negative territory during 2010 and 
2011 to positive territory in 2012, especially when the core inflation indica-
tor is used as shown in Figure 1. The real interest rate trajectory is broadly 
similar in terms of the 12-month moving average of inflation, and, as can 
be expected, smoother. According to this measure, and using NFMP infla-
tion, the real policy rate initially fell from an average of 2.2% in 2007–08 
to 0.9% in 2008–09, but then edged up to 2.0% in 2010–11. It fell back to 
an average of 1.0% in 2011–12 (reflecting the more than expected increase 
in NFMP inflation), but again edged higher to 1.9% in 2012–13 (on the 
back of higher policy rate and some moderation in NFMP inflation). The 
real policy rate in terms of CPI inflation has been generally negative since 
mid-2008 (RBI 2014).

Bank lending rates and market rates broadly mirror the policy rates both 
in terms of nominal and real rates. Figure 2 shows that real commercial 
paper rates increased during the course of 2012 and were higher than those 
in the pre-crisis period, especially in terms of core inflation. In regard to 
commercial bank lending rates, the assessment is somewhat complicated 
by the move of the banking system from the benchmark prime lending rate 
system to the base rate system in July 2010, but the directional movement 
is broadly similar to that emanating from trends in the commercial paper 
rates; see Figure 3.

As shown in Figure 4, higher interest rates also had an adverse impact on 
corporate profitability and hence corporate savings and investment during 
this period. Corporate savings fell from 9.4% of GDP in 2007–08 to 7.2% in 
2011–12, while corporate investment fell even more from 17.3% of GDP to 
10.6%; see Table 6. What explains the larger decline in corporate investment 
vis-à-vis corporate savings since 2007–08? First, policy bottlenecks—such 
as obtaining environmental permissions, fuel linkages, or carrying out land 
acquisition—led to stalling of a number of large projects, which may in turn 
have discouraged new investment (Government of India 2013a). Second, the 
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F I G U R E  1 .  Real Policy Rate
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large increase in fiscal deficit and the near trebling of government borrow-
ing requirements appears to have led to some crowding out of the private 
sector. Third, there is a perception that the decline in domestic corporate 
investment since the NAFC is due to more outward foreign direct investment 
(FDI) on the back of domestic rigidities that impede domestic investment. 
This perception is, however, not borne out by data. Outward FDI by Indian 
corporates indeed increased substantially in the pre-NAFC phase from 0.3% 
of GDP in 2003–04 to 1.5% in 2007–08, but during this period domestic 
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investment had also increased significantly. Since then, outward FDI has 
fallen to its 2003–04 levels (it was 0.4% of GDP in 2012–13) in tandem 
with the declining trend in domestic investment as can be seen in Table 9. 
The decline in domestic investment since 2007–08, therefore, cannot be 
attributed to more investment abroad.

Thus, as nominal as well as real lending rates tightened, especially 
beginning early 2012, the pace of investment activity and economic activity 
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slowed down as expected. While monetary policy supported growth dur-
ing 2009–11, it contributed to the slowdown in the subsequent phase. 
Econometric evidence for India and elsewhere suggests that a 100 bps 
increase in the policy interest rate is associated, on average, with a growth 
slowdown of 25–50 bps, and the actual impact on growth during each 
monetary cycle of easing/tightening depends, inter alia, on the extent of 
transmission to market rates (Kapur and Behera 2012; RBI 2013c). The scale 
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of the slowdown in the recent period has been much greater than suggested 
by these estimates and we will revisit this issue a little later.

On the extent of the slowdown, some caution is, however, warranted in 
reaching definitive conclusions, given the large revisions to GDP data in 
the recent past. There is divergence between industrial growth indicated by 
the data on the index of industrial production (IIP) and the Annual Survey 
of Industries (ASI), with IIP growth rates being significantly lower than the 
ASI growth rates in most of the years (Economic Advisory Council to the 
Prime Minister 2013). During 2003–12, IIP growth averaged almost four 
percentage points lower than the real growth of the gross value added from 
ASI data, with the difference being pronounced in 2011–12, the latest year 
for which the ASI data are available; see Table 7. Given that the IIP data 
are available at a high frequency (monthly) and provide a critical input for 
macroeconomic policy formulation, substantial revisions in IIP data can lead 
to incorrect policy inferences and actions. Accordingly, it is important to 

T A B L E  7  Industrial Growth
(%)

Year

Index of industrial 
production Annual survey of industries@ GDP at constant prices

Manu-
facturing General Output

Net value 
added

Gross value 
added

Manu-
facturing Industry#

2000–01 5.4 4.9 –0.1 –10.3 –8.4 7.3 6.0
2001–02 2.9 2.8 2.0 –1.3 0.9 2.3 2.6
2002–03 6.0 5.8 14.4 16.3 13.9 6.9 7.2
2003–04 7.4 7.0 7.8 11.5 9.5 6.3 7.3
2004–05 13.2 11.7 22.3 20.6 17.7 7.4 9.8
2005–06 10.3 8.6 11.4 17.2 15.0 10.1 9.7
2006–07 15.0 12.9 19.4 20.1 19.4 14.3 12.2
2007–08 18.4 15.5 10.0 16.1 14.6 10.3 9.7
2008–09 2.5 2.5 11.1 3.2 4.2 4.3 4.4
2009–10 4.8 5.3 11.6 9.7 11.5 11.3 9.2
2010–11 9.0 8.2 18.5 12.6 12.0 9.7 9.2
2011–12 3.0 2.9 15.3 10.7 10.4 2.7 3.5
2012–13 1.2 1.0 n.a n.a n.a 1.0 2.1

Averages
1980s 7.4 7.6 8.1 7.3 7.9 6.2 5.8
1990s 6.5 6.3 7.3 6.8 6.9 5.8 5.7
2000s 8.6 7.7 11.0 10.3 9.8 8.0 7.8
2003–08 12.8 11.1 14.2 17.1 15.2 9.7 9.7
2008–11 4.8 4.7 14.1 9.1 9.5 7.0 6.6

Source: central Statistical organization.
notes: @: Growth rates are based on aSI data deflated by WpI-manufactured products index.
#: including construction.
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understand and reconcile the differences between the two sets of industrial 
data. Since it is the ASI data that determine the final GDP estimates, the 
problems in collecting IIP data should be corrected on a priority basis so that 
more accurate information is available for a short-term policymaking process.

real inTeresT raTes: dePOsiTOrs

Turning to deposit rates, the real rate in terms of consumer inflation has 
been broadly negative since 2008–09 reflecting the persistently elevated 
level of consumer inflation on the back of high food inflation. Thus, even as 
nominal deposit rates increased from the pre-2008 levels, real rates fell from 
an average of (+) 1.5% during 2003–08 to (–) 1.9% during 2008–13. Real 
deposit rates turn out to be more negative, if data on inflation expectations 
of households are used, which are available from 2006 onward. According 
to these data, during 2008–13, the real deposit rate averaged (–) 2.1% using 
households’ “current” inflation expectations and (–) 3.3% using households’ 
“one-year ahead” inflation expectations; see Figure 5. Administered interest 
rates on small savings have also been negative in real terms in the recent 
years and growth in small savings has been low or negative in this period.

Negative real deposit rates, along with the growth slowdown, seem to 
have contributed to the decline in household financial savings accompanied 
by a switch toward savings in physical assets (gold and property). Financial 
savings (gross) of households fell from 15.5% of GDP in 2007–08 to 
10.8% in 2011–12, reflecting decline in all the major constituents—bank 
deposits, life insurance funds, and shares and debentures; see Table 6. 
The recent decline has taken gross financial savings in 2011–12 to below 
its 1997–98 levels (10.9% of GDP) and just close to its levels in the early 
1990s (10.4% in 1992–93). Financial savings (net) of households declined 
by 3.6 percentage points of GDP between 2007–08 and 2011–12, while 
physical savings went up by almost a similar magnitude. Households’ 
physical investments in gold increased from an average of 1.1% of GDP 
during 2003–08 to 2.7% by 2011–12. The overall household savings at 
22.3% in 2011–12 were almost the same as in 2007–08 as shown in Table 6.  
The stability of the overall household savings rate is remarkable in the 
face of the significant deceleration in economic activity. Thus, rather than 
smoothing consumption, households appear to have focused on maintain-
ing their overall savings propensities, perhaps a reflection of the elevated 
uncertainty in the economic environment. At the same time, the significant 
deterioration in public finances has not been countered by households 
through higher savings, which would indicate non-Ricardian behavior and 
also presents indirect evidence of some role for countercyclical fiscal policy.  
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However, the significant decline in financial savings, if not reversed quickly, 
has adverse implications for medium-term growth prospects as well as 
external sustainability.

Does the relationship between real deposit rates and savings hold in 
other periods? Household savings, for example, increased between 1997–98 
(18% of GDP) and 2003–04 (23%), even as deposit rates declined. Nominal 
deposit rates declined over this period and the decline was quite substantial 
(from around 11% to around 5–6%). But, this period was also marked by 

F I G U R E  5 .  Deposit Rate
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a significant fall in inflation. Real deposit interest rates during the early 
part of this period were almost unchanged and highly positive (4–5% until 
2001–02, and 2–3% during 2002–03 and 2003–04; these were negative in 
one year only, 1998–99). Thus, the decline in nominal deposit rates tracked 
the inflation movements—or perhaps trailed the decline in inflation, given 
the fact that it takes some time for economic agents to revise their inflation 
expectations. The downward movement in banks’ nominal deposit rates was 
also facilitated by the downward adjustment in the administered interest 
rates on small savings during this period. The available evidence, therefore, 
suggests that real deposit rates do matter for household savings.

Fiscal Policy

As noted, the fiscal stimulus measures in response to the NAFC included 
cuts in the CENVAT rate and higher plan expenditure, in addition to the 
already announced Pay Commission award and agricultural debt waiver. 
Reflecting these measures as well as the impact of growth slowdown on 
revenues, the Centre’s headline fiscal deficit/GDP ratio jumped from 
2.5% in 2007–08 to 6.0% in 2008–09 and further to 6.5% in 2009–10; see  
Table 8. The deficit, including the impact of bonds issued in lieu of cash 
subsidies for oil and others, as mentioned earlier, recorded an even higher 
order of increase from 3.1% of GDP in 2007–08 to 8.2% in 2008–09, but then 
moderated somewhat to 6.6% in 2009–10. In nominal terms, the Centre’s 
fiscal deficit increased from `1,269 billion in 2007–08 to `3,370 billion in 
2008–09 (vis-à-vis the budgeted amount of ̀ 1,333 billion) and ̀ 4,185 billion 
in 2009–10, an increase of 230% in just two years. Despite this substantial 
increase in its borrowing requirements, the borrowing costs declined—the 
weighted average yield on Central government’s dated securities fell from 
8.12% in 2007–08 to 7.23% in 2009–10—benefiting from the monetary 
policy stance and the large open-market operations of the Reserve Bank.

The fiscal stimulus began to be withdrawn in 2011–12 and 2012–13, and 
this could have had some impact on the immediate growth outcome. The 
quality of fiscal stimulus provided in the aftermath of the NAFC also seems 
to have exacerbated the slowdown in 2011–13. Revenue expenditure of the 
Central government increased from 11.9% of GDP in 2007–08 to 14.1% in 
2008–09 (and maintained at this level in 2009–10). This increase was partly 
on account of subsidies, which increased from 1.4% of GDP during 2007–08 
to 2.3% in 2008–09 and remained around these levels till 2012–13. Table 8 
shows that the increase in subsidies was initially due to fertilizers and then 
due to the incomplete and delayed pass-through of high international crude 
oil prices to domestic prices. Oil subsidies increased from 0.1% of GDP 
during 2003–08 to 1.0% in 2012–13. However, these data represent only the 
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actual cash outgo on subsidies and exclude the expenditure covered through 
the issuance of bonds during 2005–09, especially in 2008–09.

The demand for oil is generally adjudged to be relatively price inelastic. 
In the Indian context, the problem has been compounded by the relatively 
sticky administered prices. However, estimates in this paper show that 
demand for oil does respond to prices in a significant manner. The estimated 
price elasticity of demand for petrol is (–) 0.66, for diesel is (–) 0.36 and for 
kerosene oil is (–) 0.54 as shown in Annex Table 1 (Annex 1). The price 
elasticity estimates for India in this paper are comparable to those of other 
countries: according to the four literature surveys covered in Hamilton 
(2008), the long-run price elasticity of demand for gasoline is (–) 0.6 to 
(–) 0.9. Given the estimated elasticities for India, and also the significant 
amount of under-recoveries, it is evident that had domestic prices reflected 
movements in international prices, there would have been some demand 
response, along with some expenditure switching leading to suppressed 
demand for other commodities. Furthermore, there would have been a ben-
eficial impact on the fiscal balance, and lower crowding out of the private 
sector. Moreover, lower oil consumption demand would have led to lower oil 
imports and hence some containment of the CAD. We can use the estimated 
price elasticity to illustrate the likely impact on the CAD by focusing on 
diesel, which accounts for the bulk—almost 45%—of domestic petroleum 
consumption. During 2011–12 and 2012–13, the under-recoveries in the 
case of diesel are estimated to be around `11 per liter2 (around 25% of the 
actual prevailing prices). If the diesel prices had been raised to eliminate the 
under-recoveries, then the estimated price elasticity of 0.36 suggests that 
diesel consumption would have been around 9% lower. This would have 
then lowered overall imports and the CAD by around 0.5% of GDP each in 
2011–12 and 2012–13, a sizable impact.

In contrast to the upward trend in revenue expenditure, capital outlays 
of the Centre were broadly stagnant over this period at around 1.5% of 
GDP; see Table 8. Empirical evidence indicates that fiscal multipliers for 
government capital outlays exceed government consumption expenditure 
in India in the long run as in many other countries (Jain and Kumar 2013). 
According to Tapsoba (2013), the fiscal multiplier for government consump-
tion is unity in the first year, but then turns negative and the long-run impact 

2. Total domestic consumption of diesel was 65 million tonnes (MT) in 2011–12 and 69 
MT in 2012–13, and the corresponding under-recoveries were `812 billion and `921 billion 
(Petroleum Planning and Analysis Cell, http://ppac.org.in/). Thus, the under-recovery was 
around `13 per kg or `11 per liter.
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is also negative; in contrast, the first-year and the long-run multipliers for 
government investment are more than unity. These multiplier estimates, in 
conjunction with the actual stimulus nature, would suggest that higher rev-
enue expenditures provided only short-lived boost to activity, while higher 
capital outlays would have had a more durable impact on economic activ-
ity. Thus, the quality of the fiscal stimulus in the aftermath of the NAFC 
imparted volatility of the growth path. Had ample fiscal buffers been there 
prior to the crisis, capital outlays could have been increased significantly, 
providing more durable support to the economy.

On the revenue side, gross tax collections have declined, as could be 
expected given the weakness in growth. Interestingly, the ratio of direct 
taxes—both income tax and corporate tax—to GDP has been broadly 
unchanged from 2007–08, but the pre-crisis upward trend has been halted. 
The decline in tax/GDP ratio is, therefore, on account of indirect taxes, espe-
cially excise collections, reflecting initially the drastic reduction in tax rates 
as part of stimulus measures, and later, the sharp slowdown of the manufac-
turing sector. While the CENVAT rate was increased to 10% in the Union 
Budget 2010–11 (February 2011) and further to 12% in the Union Budget 
2011–12 (March 2012), it was still below the pre-NAFC level of 14%.

Given the actual growth outturn, it is apparent that stimulus measures 
were higher than necessary, and the need for the second and the third pack-
ages is debatable, as Finance Minister Chidambaram himself noted in April 
2013.3 Similarly, as the Economic Advisory Council to the Prime Minister 
(2013) observed, the recovery in growth was grossly underestimated ini-
tially, which had an adverse impact on adjustments in the monetary and 
fiscal stance in 2009–10 and 2010–11 and on inflation: “In retrospect, we 
could have tightened monetary conditions much earlier, and rolled back the 
tax incentives at least one full year earlier” (Economic Advisory Council to 
the Prime Minister 2013: 3). Moreover, the quality of the fiscal stimulus, 
with its focus on revenue expenditure/tax cuts and stagnant capital outlays, 
added to demand pressures. These demand pressures were mirrored in high 
inflation; and, negative real deposit rates, on the back of high inflation, con-
tributed to higher gold imports and higher CAD. Similarly, the incomplete 
pass-through of high international crude prices to domestic petroleum prices 
dampened the expenditure adjustment effect, which could have reduced oil 
imports and hence reduced the pressure on the CAD—an issue which we 
discuss in Section 4.

3. Remarks at the Peterson Institute for International Economics in Washington, D.C., 
on April 19, 2013, available at http://www.iie.com/events/event_detail.cfm?EventID=275.
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Saving–Investment Balance: Private Sector Crowding Out

The worsening of fiscal balances was mirrored in the deterioration in public 
savings from 5% of GDP in 2007–08 to 1.3% in 2011–12, largely on account 
of government administration. Thus, with the decline in both public and pri-
vate corporate savings, the overall savings rate fell from 36.8% in 2007–08 
to 30.8% in 2011–12, with the large chunk of decline occurring in 2011–12; 
see Table 6. On the investment side, public and private corporate invest-
ment fell by 7.7 percentage points between 2007–08 and 2011–12, but the 
strong increase in household investment (reflecting the increase in physical 
savings in gold and property) was effective in reducing the decline in the 
overall investment rate from 38.1% to 35.0%. The decline in the investment 
rate during 2008–12 at 3.1% of GDP was, thus, less than that of 6.0% in 
domestic savings, in turn mirrored in the significant widening of the CAD.

Since households are net savers, while the private corporate sector and 
the public sector are net users of financial savings, a more analytical way 
of looking at the S–I trends is to examine the trends in net balances of these 
three sectors. The household sector’s net financial savings declined from 
11.6% of GDP in 2007–08 to 8.0% in 2011–12; the public sector’s net S–I 
deficit increased from (–) 3.9% to (–) 6.6% over this period. Thus, the net 
financial savings of the household sector that could become available to the 
private corporate sector (after taking into account the draft of the resources 
by the public sector) fell from an average of 6.3% of GDP during 2003–08 
to just 2.7% during 2008–12; these numbers suggest significant crowding 
out of the private sector in the post-NAFC period, which then had an adverse 
impact on investment activity. Arguably, the higher fiscal stimulus directly 
did crowd out the private corporate sector. Furthermore, the stimulus added 
to inflationary pressures, which then led to negative real interest rates, 
greater demand for gold and lower household financial savings. If the fiscal 
stimulus had been moderate, then arguably interest rates for the corporate 
sector could have declined more than they did and that would have also 
provided an incentive for higher investment.

In this context, a valid counter-argument is that there was no crowd-
ing out: the higher public S–I gap since 2008–09 just reflects the fact that 
the government was responding to the collapse in the corporate sector 
investment. This counter-narrative would be true if the public S–I gap had 
increased on account of higher public investment. However, the public 
investment rate actually declined from its 2007–08 level as shown in Table 6.  
The increase in the public S–I gap, thus, is attributable to the decline in pub-
lic savings and only a part of it is attributable to explicit stimulus measures 
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(the reduction in excise duty). A large part of the decline in public savings 
owes to the increase in subsidies, especially oil; cash subsidies increased 
by one percentage point of GDP in 2008–09, but the increase was almost 
three percentage points once bonds issued in lieu of cash subsidies are also 
included. Higher government subsidies clearly were not a response to lower 
corporate investment.

But, why has corporate investment not picked up, even though the public 
S–I gap has narrowed since 2010–11? First, the public S–I gap is still higher 
than the pre-NAFC level. Second, and more importantly, the households’ 
financial savings rate continues to decline. The policy bottlenecks alluded to 
earlier and monetary measures have also impacted corporate investment. The 
high CAD increased external vulnerability. Overall, the combined impact 
of the increase in the public S–I gap (given that it was driven by subsidies 
and lower revenues), and lower household financial savings reduced the 
availability of domestic resources to the corporate sector. The impact on 
corporate investment was also exacerbated by domestic policy bottlenecks, 
monetary measures and limited space for further external finance.

Quantifying the Growth Slowdown

The discussion above suggests that the accommodative monetary and fiscal 
policies put in place after the NAFC boosted growth during 2009–11, and 
then the phased reversal of these policies, partial so far in the case of fiscal 
policy, contributed to the growth slowdown during 2011–12 and 2012–13. 
Annex 2 empirically assesses the impact of monetary policy and global 
conditions on domestic growth. The results show that an increase of 100 
bps in the real interest rate leads to a reduction of around 30 bps in GDP 
growth (non-agricultural non-community services GDP) with a lag of two 
quarters; see Annex Table 2. As regards global demand, a one percent-
age point reduction in global exports reduces domestic growth by almost  
13 bps, while one percentage point reduction in global GDP growth reduces 
domestic growth by almost 50 bps. The estimated equations track actual 
growth relatively well for the 2003–08 period, but deviations are observed 
since then. The estimated equation under-predicts the actual outturn during 
2009–10 by around 3.5 percentage points and overpredicts by around three 
percentage points on average during 2011–13; see Figure 6. Given that the 
model includes the monetary policy and the global demand impacts, one 
potential reason for the deviation since 2009 is the role of the fiscal policy, 
which has not been included in the explanatory variables.
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India’s structural primary deficit increased by 4.0 percentage points of 
GDP in 2008–09 (IMF 2013a), reflecting both the stimulus measures in 
response to the fiscal crisis as well as other measures like the implementa-
tion of the Pay Commission award. The structural primary deficit subse-
quently fell, reflecting the fiscal consolidation measures, but the decline 
has been modest; the withdrawal of the stimulus was only 1.4 percentage 
points during the three-year period 2010–13 or an annual average of 0.35 
percentage point of GDP. Assuming that the fiscal multiplier for India is 
similar (around 0.5) to that for other EMEs (Bi et al. 2013), the stimulus of 
4% of GDP added almost two percentage points to the growth in 2009–10. 
In contrast to the large stimulus, the withdrawal of the stimulus was gradual 
and remains incomplete. The annual fiscal consolidation of 0.35% of GDP 
during 2010–11 to 2012–13, combined with the multiplier of 0.5, would sug-
gest an adverse impact of less than 20 bps per annum on growth. Even if the 
fiscal multiplier is assumed to be higher at unity, the annual growth impact 
would be around 35 bps, abstracting from the lags. Thus, fiscal stimulus can 
largely explain the high growth in 2009–10, but the subsequent consolida-
tion can explain only a very modest part of the slowdown. One view is that 
the growth gap during the 2011–13 period appears to be the outcome of the 
policy bottlenecks noted earlier—such as obtaining environmental permis-
sions, fuel linkages, or carrying out land acquisition, which led to stalling of 
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a number of large projects, and discouraged new investment (Bhalla 2013a). 
However, it is not clear as to whether these factors were more binding in the 
post-NAFC period vis-à-vis the pre-NAFC period and, if yes, to what extent.

4. The External Sector: Current Account

Large CADs in the 1980s, averaging around 2% of GDP, and their financ-
ing with debt flows was one of the factors contributing to the balance of 
payments crisis in the early 1990s. Since then and until the recent episode, 
India’s CAD had remained modest, averaging 0.6% of GDP during 1991–92 
to 2007–08. This was the result of consistent structural reforms throughout 
the period, including an overhaul of the external trade and payments regime, 
practice of a flexible but managed exchange rate, accompanied by judicious 
management of the capital account. Furthermore, the capital account was 
characterized by a healthy financing mix of non-debt flows and stable debt 
flows. Excess capital flows were absorbed by the Reserve Bank on its bal-
ance sheet leading to a large increase in foreign exchange reserves, as also 
improving the quality of its balance sheet with high-quality foreign assets. 
Foreign exchange interventions were appropriately sterilized through a mix 
of instruments (Mohan and Kapur 2011). The acquisition of foreign assets, 
apart from providing comfort to the external sector, was also important from 
the viewpoint of expansion of the Reserve Bank’s balance sheet to meet the 
economy’s monetary and credit needs (Mohan et al. 2013).

Against this backdrop of a healthy and vibrant external sector, widen-
ing of the CAD to 4.8% of GDP in 2012–13 has attracted a lot of concern 
(Subbarao 2013a). The widening reflects a variety of factors. First, sluggish 
global growth since 2009 has impacted India’s export markets. As estimates 
reported later show, given India’s income elasticities for exports and imports, 
the sharper decline in external demand vis-à-vis domestic demand could 
have contributed to the widening of the CAD. Second, despite sluggish 
global growth, international commodity prices have remained at relatively 
elevated levels, supported by ultra accommodative monetary policies of 
the advanced economies, abundant global liquidity, and near zero interest 
rates. India, being a net importer, especially of crude oil, has been hit hard. 
Net oil imports, already high at 4.1% of GDP in 2007–08, rose to 5.9% by 
2012–13. Third, domestic supply and policy constraints led to increase in 
imports of coal—from around 0.5% of GDP during 2004–08 to 0.9% in 
2011–12—notwithstanding large domestic stocks. Similarly, exports have 
suffered from the restrictions on iron ore mining activity since 2010–11.
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Fourth, gold imports increased significantly from around 1.5% of GDP 
during 2004–08 to 3.0% in 2011–12 and 2012–13—high domestic inflation 
and negative real deposit rates on the one hand and sharp gains in interna-
tional gold prices and expectations of further gains on the other hand seem 
to have made gold an attractive asset. Given the oil and gold trends, the 
non-oil non-gold current account balance (a surplus of around 4%) and the 
non-oil non-gold trade balance (a deficit of around 2%) have been broadly 
unchanged between 2007–08 and 2012–13; see Table 9. It is, however, 
important to note that the deterioration in overall trade balance as well as 
the non-oil non-gold trade balance had started well before the NAFC. The 
high growth phase of 2003–08 had led to a very significant increase in the 
trade deficit from 2.2% of GDP in 2003–04 to 7.4% in 2007–08 and further 
to 10.6% in 2012–13; the non-oil non-gold trade balance moved from a 
surplus of 1.6% in 2003–04 to a deficit of 1.9% in 2007–08 and, which as 
noted above, remained around these levels till 2012–13. The movements 
in the trade balance were mirrored in the current account balance over this 
period, although the impact was muted somewhat by the upward movement 
in net invisibles surplus (from 4.5% in 2003–04 to 6.1% in 2007–08). In the 
post-crisis period, the net invisibles surplus has been range-bound around its 
2007–08 level and thus has not provided incremental support to the Balance 
of Payments (BoP).

Fifth, the real appreciation of the rupee might have also played a role. 
Here, the analysis is somewhat complicated by the divergences in alterna-
tive available measures of the real effective exchange rate (REER) as shown 
in Figure 7. For example, the RBI index exhibits a real depreciation of 4% 
between March 2008 and March 2010, while the BIS index exhibits a modest 
appreciation of 1%; in sharp contrast, the OECD and the IMF indices show 
a substantial real appreciation of 12–14% between March 2008 and March 
2010. One reason for the difference is that the RBI index uses WPI inflation 
for India and CPI inflation for partner countries, whereas the OECD/IMF 
measures use CPI inflation for all countries. Since Indian CPI inflation has 
been higher than WPI inflation in the past few years, the OECD/IMF indices 
show a higher real appreciation. According to Bayoumi et al. (2011) and 
Chinn (2006), WPI- and unit-labor cost (ULC)-based REERs may be better 
indicators of price competitiveness than CPI-based measures. We discuss 
this issue further in Annex 3.

Sixth, the financing of the elevated CAD is also an issue. Inward FDI 
flows jumped significantly during 2006–09, but have since then more 
than halved from 3.4% of GDP in 2008–09 to 1.4% in 2012–13. Portfolio 
flows and debt flows financed almost two-thirds of the CAD in 2012–13.  
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The stock of external commercial borrowings (including trade credits and 
non-residents investment in domestic securities) has increased multi-fold 
over the past decade from around US $30 billion (5–7% of GDP) during the 
four-year period 2000–04 to US $115 billion (9.2% of GDP) in 2007–08 
and further to US $225 billion (12.2% of GDP) in 2012–13. While the jump 
between 2003–04 and 2007–08 could perhaps be largely attributed to the 
sustained high growth of the Indian economy, the increase since then has 
occurred in an environment of slowing domestic growth. The unconven-
tional monetary policies in the advanced economies made such borrowings 
quite attractive compared to domestic sources. Moreover, there has been a 
phased liberalization of the policy regime on the ceilings in regard to exter-
nal borrowings and investments by non-residents in domestic securities. 
Concomitantly, high external borrowings might have also been the outcome 
of the crowding out of the private sector in view of the fiscal stimulus and 
the high government borrowings since the NAFC.

Exports and Imports: Role of the Exchange Rate

The widening of the CAD over the past five years, as noted earlier, reflects 
a sluggish global economy, elevated international commodity prices, 
higher gold imports, plateauing of the invisibles surplus, and domestic 
supply constraints that have led to higher imports/lower exports. The role 

F I G U R E  7 .  Real Effective Exchange Rate (REER) (2004–05=100)
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of the exchange rate has, however, attracted some debate. As the Economic 
Advisory Council to the Prime Minister (2013) notes, the conventional 
approach to an enlarged CAD would be to allow the currency to adjust 
downwards. This adjustment, they argued, might not lead to the expected 
changes in both imports and exports in view of: (a) large gold and oil imports 
and their relative insensitivity to exchange rate movements and (b) much 
of exports are exported as part of supply chains and in such situations large 
depreciation does not escape notice and is often neutralized by price re-
negotiations. “It is therefore not surprising that the substantial depreciation 
of 20 per cent in the external value of the rupee (against the US dollar) did 
not boost exports,” whereas “China was able to register 14 per cent growth 
in the dollar value of exports in December 2012 and as much as 25 and  
22 per cent growth in January and February 2013. The Chinese yuan appre-
ciated against the dollar over the past year by about 3 per cent” (Economic 
Advisory Council to the Prime Minister 2013: 33–34). A few comments on 
this issue are appropriate.

First, although the rupee depreciated by more than 20% in nominal terms 
between mid-2011 and end-2012, a large part of it offset the higher infla-
tion differentials. Second, based on US dollar terms data, India’s exports 
indeed performed poorly vis-à-vis China in 2012; however, in order to assess 
the exchange rate–export linkage, it is appropriate to take a medium-term 
perspective, given the lags with which exchange rate movements impact 
trade volumes. Table 10 shows that India’s average export growth since the 
NAFC is comparable to that of China, whereas it was much lower in the 
pre-NAFC period. As regards the exchange rate, the Indian REER recorded 
an average annual depreciation of 1.0% during 2008–12, compared to an 
annual average appreciation of 4.1% in Chinese currency (both based on the 
BIS data). Given that the global economy is a common factor to both the 
economies, the REER movements favored India in the post-NAFC period 
and this appears to be reflected in the relative export performance.

Third, weak domestic supply response due to domestic rigidities, which 
are now well recognized, and which had an adverse impact on the domestic 
investment climate, could have offset the expected impact of depreciation. 
Estimates of single equation export demand functions implicitly assume 
elastic export supplies. Finally, the counterfactual—what would have been 
the path of exports had there been no real depreciation in 2012—might be 
the appropriate benchmark to judge the efficacy of exchange rate. Moreover, 
other policies such as taxation changes as well as government efforts toward 
product- and market-diversification also play an important role.
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T A B L E  1 0 .  Export Growth: China and India
(%)

Volume of exports Value of exports (US $ terms) 

Total exports Total exports Non-oil exports Variation in REER

Year China India China India China India China India

2003 20.0 13.9 34.6 17.1 34.5 16.1 –7.1 –0.2
2004 18.2 14.7 35.4 30.0 35.9 26.7 –3.0 1.1
2005 24.5 12.3 28.4 30.0 28.0 26.4 –1.1 3.5
2006 24.2 10.5 27.2 22.3 27.5 17.7 1.3 –0.8
2007 19.3 16.4 25.6 23.1 25.8 18.2 3.7 6.5
2008 8.2 5.0 17.3 29.7 17.0 34.5 8.5 –4.8
2009 –10.7 3.3 –15.9 –15.2 –15.9 –17.9 4.4 –5.4
2010 28.4 15.4 31.3 37.3 31.4 37.5 –0.7 11.7
2011 9.4 13.8 20.3 33.8 20.3 31.0 2.5 –0.4
2012 5.7 1.2 7.9 –2.0 8.0 –8.3 6.0 –6.1
Averages
2003–07 21.2 13.6 30.3 24.5 30.3 21.0 –1.2 2.0
2008–12 8.2 7.7 12.2 16.7 12.1 15.4 4.1 –1.0

Source: International financial Statistics, Imf; World Economic outlook, Imf; Bank for International 
Settlements.

note: rEEr data are based on Bank for International Settlements (BIS) indices.

valUe added in exPOrTs

As Rangarajan and Mishra (2013) and Economic Advisory Council to the 
Prime Minister (2013) note, the imported intermediate content of exports 
can dampen the competitive effects of depreciations. In this context, the joint 
OECD-WTO data on trade statistics on a value added basis are useful and 
relevant. These data, inter alia, provide the domestic value-added embod-
ied in exports as a percentage of exports. This indicator provides a simple 
measure that illustrates how much value-added is generated throughout 
the economy for a given unit of exports. The lower the ratio, the higher 
the foreign content and so the higher the importance of imports to exports 
(OECD 2013).

For aggregate exports, the OECD-WTO data indicate that the value added 
ratio for India is higher than many Asian EMEs as can be seen in Table 11.  
The ratio averaged 82.5% for India during 1995–2009 (averaged over the 
five data points: 1995, 2000, 2005, 2008, and 2009). India’s ratio was 
above that of European countries and the emerging Asian countries such 
as China (73.4%), Korea (64.3%), Malaysia (59.8%), Philippines (59.5%), 
and Thailand (64.9%). The major non-oil exporting countries with ratios 
above India during the sample included: Australia (87.0%), Japan (87.1%), 
United States (89.1%), Argentina (88.5%), Brazil (89.1%), and Indonesia 
(83.3%). Between 1995 and 2009, the value added ratio declined for India as 
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for many other countries. The decline for India at 12.3 percentage points was 
less than that of China (20.8 percentage points) and Korea (16.9 percentage 
points), and was higher than other Asian EMEs.

The trends visible for aggregate exports carry through for most manu-
facturing industries, that is, the domestic value added ratio is higher for 
India for most manufacturing industries vis-à-vis other major economies. 
This is true for major industries such as food products, “textiles, leather and 
footwear,” chemicals, metals, machinery and equipment, electrical equip-
ment, transport equipment. The only category for which India lags the other 
economies in the manufacturing is the residual manufacturing group (manu-
facturing n.e.c.; recycling); this could perhaps be reflecting higher exports 
of oil products, on the back of the increase in domestic refining capacity, 
and the concomitant increase in crude oil imports. The ratio for this group 

T A B L E  1 1 .  Value Added Export Ratio: Total Domestic Value Added Share of 
Gross Exports (%)

Country 1995 2000 2005 2008 2009

australia 88.2 86.5 87.0 86.1 87.5
canada 76.5 69.2 74.9 78.7 80.5
france 82.2 75.5 75.2 72.8 75.3
Germany 81.3 75.6 74.4 72.2 73.4
Israel 71.4 66.2 62.1 65.1 69.4
Italy 78.1 74.7 72.9 77.2 79.9
Japan 93.2 90.1 86.3 80.7 85.2
Korea 76.3 67.1 62.3 56.6 59.4
mexico 73.5 68.2 69.3 69.4 69.7
netherlands 65.3 61.8 65.6 63.4 64.1
Spain 79.4 73.0 72.2 75.1 79.3
Switzerland 76.8 72.2 70.7 69.6 71.5
Turkey 88.8 84.7 79.2 73.7 78.2
united Kingdom 79.3 81.6 79.8 81.1 82.7
united States 91.6 91.1 88.9 85.4 88.7
argentina 91.0 89.9 87.2 86.3 87.9
Brazil 90.3 88.5 87.0 88.5 91.0
china 88.1 81.2 63.6 66.7 67.4
chinese Taipei 64.2 64.6 57.8 52.2 58.5
India 90.4 87.2 80.5 76.3 78.1
Indonesia 85.3 80.7 82.2 82.6 85.6
malaysia 59.7 57.0 58.5 61.9 62.1
philippines 69.1 54.1 54.4 58.3 61.6
russian federation 89.3 87.5 91.8 92.6 93.1
Saudi arabia 98.0 98.2 97.0 97.1 97.0
South africa 88.3 83.9 83.4 78.9 83.5
Thailand 70.2 65.2 61.5 62.2 65.5
Eu27 90.5 87.4 86.5 84.9 86.4

Source: oEcd (available at http://stats.oecd.org/Index.aspx?dataSetcode=TIVa_oEcd_WTo).
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declined from 85.7% in 1995 to 50.9% in 2008 and 2009. Interestingly, it 
is in the exports of services that the ratios for India are relatively lower than 
other economies (even though ratios for services’ activities are higher than 
manufacturing activities).

These data would suggest that for India, given the relatively lower level 
of imported content of inputs in exports, the hypothesis that exchange rate 
depreciation can dampen the competitive effects of depreciation should 
not be strongly binding, at least in a cross-country perspective. Even as 
the value-added ratio has declined since the mid-1990s, the ratio for India 
is well ahead of many countries, especially the regional peers. Thus, if the 
exchange rate channel is effective in other countries, these data would sug-
gest its efficacy in the Indian context as well.

Price and incOMe elasTiciTies: crOss-cOUnTry eMPirical evidence

As Table 12 shows, cross-country analysis broadly confirms that both prices 
and demand conditions have a significant impact on exports and imports. 
For a sample of developing and industrial countries, average long-run price 
and income elasticities are estimated at (–) 1.0 and 1.5, respectively, for both 
exports and imports (Senhadji 1998; Senhadji and Montenegro 1999). These 
findings are supported by studies, focusing on individual countries or for a 
more homogeneous group of countries; for example, Hooper et al. (2000) for 
G-7, Chinn (2013) for Japan, Bayoumi et al. (2011) for euro area, Thorbecke 
and Atsuyki (2012) for Germany, and Aziz and Li (2008) for China.

Elasticities based on aggregate trade flows could be biased as aggregate 
trade flows may have feedback effects on exchange rates (Auboin and Ruta 
2013). Therefore, recent studies have focused on firm-wise behavior to 
estimate elasticities. For example, Berman et al. (2012) use a French firm-
level data set and find that high-performance firms react to depreciation 
by increasing significantly more their markup and by increasing less their 
export volume and they find an average export elasticity of (–) 0.4 with 
respect to the exchange rate. Since aggregate exports are concentrated in 
high-productivity firms, heterogeneous pricing-to-market may partly explain 
the weak impact of exchange rate movements on aggregate exports. Using 
Chinese firm-level data, Tang and Zhang (2012) estimate an exchange rate 
elasticity of (–) 0.4 for exports (Table 12).

Currency undervaluation stimulates economic growth, particularly for 
developing countries (Rodrik 2008). Export surges in developing countries 
tend to be preceded by a large real depreciation, which is associated with 
significant reallocation of resources toward the export sector, especially into 
new products and markets (Freund and Pierola 2012). Real appreciation 
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leads to a deterioration in the current account balance, savings, and exports, 
and the impact is more pronounced in developing countries (Kappler et al.  
2013). Export markets are characterized by the well-known hysteresis phe-
nomenon (Baldwin and Krugman 1989): appreciation over some period of 
time could lead to loss of markets and this impact could persist even if the 
exchange rate returns to its neutral level after a period of appreciation. Both 
the United States and the United Kingdom experienced such effects in the 
1980s and potentially such effects can be larger for countries like India with 
relatively greater share of low-tech exports.

Overall, as Auboin and Ruta (2013) conclude, currency undervaluation 
is generally found to have a positive short-term impact on exports, but the 
persistence of these effects appears to be limited to developing countries. 
Price elasticities of exports are statistically significant, but the magnitudes 
differ across countries and, as some studies show, are sensitive to the choice 
of variables. However, it also needs to be recognized that the exchange 
rate is just one of the factors that impact export performance. For example, 
sector-specific policies, effective industrial policy and fortuitous timing are 
more critical factors in the phenomenal growth in China’s exports during 
2000–07, although China’s exchange rate policy also had a role (Berger 
and Martin 2013).

recenT indian evidence

Recent studies present mixed evidence on the efficacy of the exchange rate 
on exports in the Indian context (Rangarajan and Mishra 2013), although 
studies during the 1990s generally found high and statistically significant 
elasticities (for example, Joshi and Little 1994). Aziz and Chenoy (2012), 
using quarterly data for 1996–2008, find a positive and statistically sig-
nificant impact of external demand (real GDP growth in partner countries) 
on exports; the estimated coefficient was 4.6. However, the coefficient 
on the REER at (–) 0.6, although with the correct sign, was statistically 
insignificant. None of the sub-sectors in manufacturing, including the low, 
value-added labor-intensive segments such as textiles, leather, and gems 
and jewellery were found to display any statistically significant sensitiv-
ity to the exchange rate. Rangarajan and Patra (unpublished), discussed in 
Rangarajan and Mishra (2013), find qualitatively similar results. IMF (2012), 
quoted in Rangarajan and Mishra (2013), finds negative and statistically 
significant impact of REER on exports—the long-run elasticity is estimated 
at (–) 0.1 for the full sample period (1982–2011) and somewhat higher at 
(–) 0.2 for the post-1990s period. The corresponding long-run elasticities 
on external demand were found to be 2.9 and 2.2 for the respective periods.  
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Although these studies suggest a much larger role played by external demand 
than exchange rates in determining exports, there are three possible expla-
nations as to why existing studies fail to find strong export–exchange rate 
elasticities (Rangarajan and Mishra 2013). First, it is hard to estimate the 
elasticities using macrodata—exports and exchange rates are highly endog-
enous. Second, the imported intermediate content of exports can dampen 
the competitive effects of depreciations. Third, macroequations do not 
allow the export–exchange rate elasticity to vary depending on the position 
of the aggregate supply curve. Nonetheless, as they note, policy should be 
directed toward ensuring that the rupee does not appreciate in real terms 
and further worsen the trade balance, while also factoring in the potential 
impact of depreciation on capital flows and balance sheets of corporate and 
financial institutions.

Against this backdrop of cross-country evidence and the mixed evidence 
on the efficacy of the exchange rate on exports in the recent studies on 
India, we revisit the issue and estimate export and import demand equa-
tions (Annex 3). Empirical results show that both external demand (world 
real exports) and the REER have the expected impact on India’s exports. 
Annual estimates using data for 1980–81 to 2007–08 show that an increase 
of 1% in world real exports is associated with an increase of 1.1–1.4% in 
India’s exports in the long run. As regards the real exchange rate, estimates 
suggest that 10% real appreciation leads to a reduction of almost 2.1–6.5% 
in the volume of exports in the long run, see Annex Table 3.

Moving to estimates based on the post-reforms sample (1996–97 to 
2007–08) and using quarterly data, the elasticity with respect to external 
demand is in a range of 1.6–1.9 (when world exports are used as an indica-
tor of external demand) and 2.6–3.6 (world GDP as an indicator of external 
demand) across alternative estimates, somewhat higher than the annual 
estimates. Second, the absolute coefficient on the REER is substantially 
higher than the annual estimates: the coefficient is more than unity for RBI’s 
REER and even higher for REERs of OECD and IMF, although the results 
are sensitive to inclusion of oil exports; see Annex Table 4 (Annex 3). Third, 
the results for overall exports broadly hold for exports of the major manufac-
tured sub-groups (chemicals, manufactures, and machinery). Overall, these 
estimates show a stronger impact of global conditions—both demand and 
price factors—on India’s exports and this seems consistent with the phased 
opening of the Indian economy to the global economy, and the process of 
domestic deregulation and liberalization result in a greater role for market 
forces. The quarterly results are, however, subject to the caveat of a shorter 
sample period, and the associated estimation uncertainties.
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For imports, the long-run coefficients are also on the expected lines, that 
is, real appreciation and stronger domestic activity both contribute to higher 
imports. Income elasticity of imports with respect to domestic industrial 
GDP turns out to be around 1.55 in the long run in all the cases. Thus, the 
volume of imports changes more than proportionally in relation to varia-
tions in domestic demand. The coefficient on the REER ranges from 0.19 
to 0.42 and, as in the case, of exports, is higher for the RBI-REER; there-
fore, 10% real appreciation increases imports by almost 2–4% across the 
various specifications; see Annex Table 6. Thus, our estimates suggest that 
the REER does affect India’s trade performance in the expected direction.

deTerMinanTs Of gOld iMPOrTs

Gold imports jumped from a monthly average of 62 tonnes during 2004–08 
to 82 tonnes during 2009–13, while the increase in US dollar terms was much 
sharper from US$1.2 billion per month to US$4.1 billion over the same  
period, reflecting higher gold prices. High domestic inflation, low domestic 
deposit rates, bank loans for gold, the substantial increase in international 
gold prices, movements in the Indian rupee, and pent-up demand are poten-
tial contributors to the jump in the quantum of gold imports (Economic 
Advisory Council to the Prime Minister 2013; Rangarajan 2013; RBI 2013a; 
Vaidyanathan 1999). An econometric analysis of these potential determinants 
of gold demand is presented in Annex 4. The impact of gold prices on gold 
demand is not obvious a priori: on the one hand, as with any normal good, 
one would expect an increase in its price to reduce the quantity demanded, 
ceteris paribus; but on the other, recent price increases may increase interest 
in acquiring gold for the investment returns, if recent price increases are 
interpreted as signaling a likelihood of further increases in the future (Starr 
and Tran 2008). Gold is also a potential instrument for asset diversification 
by economic agents; therefore, movements in domestic stock prices are also 
included in the model. The real estate market is also a potential contributor 
to gold demand, and perhaps even more important than stock prices in the 
Indian context, but this variable is not included due to lack of time-series data.

The results indicate that higher gold prices—nominal as well as real—
have a significant dampening impact on gold imports in the first few months, 
but have a lagged positive impact on demand for gold in the fourth/fifth 
month. As Annex Table 7 shows, the cumulative impact is negative, and 
statistically significant. Thus, both the channels discussed by Starr and 
Tran (2008) are seen in the Indian case, but the first impact predominates 
the second impact and hence gold prices have an overall negative impact 
on demand.
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Higher domestic CPI inflation is also found to have a significant impact 
on gold imports, but no impact is found for WPI inflation. Estimates show 
that 1% increase in CPI inflation leads to an increase of 9% in gold imports 
in the long run. Higher domestic deposit rates, contrary to expectations, lead 
to more gold demand. This finding could perhaps be reflective of the fact 
that, over the last four years of the sample period, the real deposit rates were 
generally negative, notwithstanding some upward movement in nominal 
deposit rates. Thus, the increase in nominal deposit rates did not have the 
expected dampening impact on gold, as the real return on deposits was still 
negative; however, this hypothesis would need to be further examined. Stock 
market gains also lead to higher gold demand, with a lag, perhaps indicating 
a wealth diversification motive. Exchange rate depreciation reduces gold 
demand in all specifications and the effect is generally statistically signifi-
cant; since the model also includes gold prices in rupee terms, which would 
capture the exchange rate impact indirectly, it is interesting that exchange 
rate depreciation has a direct additional negative impact on depreciation.

The model captures the various turning points well, although it has dif-
ficulty in explaining the increase in imports in 2010–11; (see Figure 8)— 
perhaps, the volatility and the uncertain economic environment in the after-
math of the NAFC could have induced more demand for gold. Overall, the 
results suggest that higher domestic CPI inflation and the continued negative 
real deposit rates could have contributed to higher gold imports, adding to 

F I G U R E  8 .  Gold Imports
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the external vulnerability while also reducing domestic financial savings 
of households. While WPI inflation has come off from its recent highs in 
the past few months, CPI inflation—which is found to be related to gold 
imports—remains at persistently high levels. Success with inflation manage-
ment and appropriate real returns on bank deposits should provide a durable 
solution to the surge in gold imports. As Tarapore (2013b) notes, curbing 
gold imports requires very attractive instruments which would be better 
than the return on gold—a 3% real rate plus the consumer price inflation 
of, say, 9% would yield a nominal return of 12% plus inflation adjustment 
for the capital and such an instrument would knock down the demand for 
gold. As the CAD and inflation come down, the cost of such an instrument 
would also come down.

5. Macroeconomic Management: Some Issues

External Sector

The levels of CAD during 2012–13 and the early part of 2013–14 were 
well above the estimates of a sustainable level, which is in the range of 
2.3–2.5% of GDP (Rangarajan and Mishra 2013; RBI 2012). Estimates of 
sustainable CAD ought to be seen as an upper limit and not as desirable 
levels of CAD. Sustainable CAD estimates largely rely on the stabilization 
of external liabilities/GDP ratio and are better viewed as long-run solvency 
consistent levels. Sustainable levels can also be a challenge from the financ-
ing viewpoint, given the volatility of capital flows. Even the 2.3% estimate 
of the CAD requires net annual capital inflows of US$50–70 billion at 
present GDP levels (Rangarajan and Mishra 2013); the required magnitude 
of capital flows would be even higher than this estimate if the policy is to 
aim for some prudent build-up of foreign exchange reserves, especially in 
the context of no accretion to reserves since 2008.

Given the large oil and gold imports and also the large fluctuations in 
international oil and gold prices, the sustainable deficit needs to be reas-
sessed. Since large fluctuations in prices of oil and gold impact the CAD 
significantly, it may be prudent to plan for a lower level of deficit so that 
in the event of large shocks to oil and gold prices, the vulnerability of the 
country to the widening of the CAD to large levels is contained. Against 
this backdrop, the proposal of Dr Y. V. Reddy to aim for an average current 
account balance of zero merits further consideration. Given large domestic 
savings, foreign savings play only a marginal role in investment and growth. 
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A zero average or low CAD does not mean—and is not—an argument for 
less current account openness. It is the openness of the economy to gross 
imports and exports of goods and services, and FDI inflows, rather than the 
volume of current account balance per se, that matters more for competition, 
productivity, investment, and growth. For example, China has persistently 
recorded high growth in the recent years, despite persistent surpluses.

Given the widening of the CAD, the policy regime with regard to debt 
capital flows has been liberalized to meet the external payment needs in the 
recent years. Some of the steps include: an increase in interest rate ceilings 
on foreign-currency non-resident deposits; removal of the interest rate ceil-
ing on non-resident external rupee deposits and capping them at the same 
level as the domestic rupee deposits; and an increase in local-currency 
investment limits by non-residents; see Table 13. In the process, external 
sector sustainability indicators such as import cover and short-term debt 
to reserves recorded some deterioration (RBI 2013b). However, these and 
other external sector indicators still remain at comfortable levels, although 
their adequacy was questioned by the markets during the June–August 2013 
episode.

The policy approach of opening the capital account to meet the persis-
tently high CAD, however, potentially hinders adjustment—allowing more 
foreign capital might lead to real appreciation which would then itself lead 

T A B L E  1 3 .  Investment Limits for Foreign Institutional Investors (FIIs) in 
Debt Securities

End-March

US $ billion % to GDP

Government 
securities

Corporate debt 
securities Total

Government 
securities

Corporate debt 
securities Total

1999 1.0 0.0 1.0 0.2 0.0 0.2
2005 1.8 0.5 2.3 0.2 0.1 0.3
2006 1.8 0.5 2.3 0.2 0.1 0.3
2007 2.6 1.5 4.1 0.3 0.2 0.4
2008 3.2 1.5 4.7 0.3 0.1 0.4
2009 5.0 15.0 20.0 0.4 1.2 1.6
2010 5.0 15.0 20.0 0.4 1.1 1.5
2011 10.0 40.0 50.0 0.6 2.3 2.9
2012 15.0 45.0 60.0 0.8 2.4 3.2
2013 25.0 50.0 75.0 1.4 2.7 4.1
Jun-13 30.0 50.0 80.0
Memo:
actual investments
2012 11.2 19.1 30.3 0.6 1.1 1.7
2013 15.2 19.7 35.0 0.8 1.1 1.9

Source: reserve Bank of India and Securities Exchange Board of India.
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to higher CAD and consequent enhanced external vulnerability (Panagariya 
2013). For the euro area, the empirical evidence is supportive of this channel:  
abundant capital flows, high credit growth, and real appreciation largely 
determined current account balances in the euro area countries in the run up 
to the 2008 crisis (Atoyan et al. 2013). Offering more incentives to foreign 
capital in the current global uncertainty and the unprecedented external 
imbalance will make the country hostage to short-term, volatile capital 
(Nagaraj 2013; Subramanian 2013). Thus, the issue is that of causality: 
Whether higher CAD deficit necessitated more opening up of the capital 
account or it is the liberalized approach to capital flows which led to real 
appreciation and then higher CAD?

The empirical results presented in the paper indicate that exports and 
imports respond significantly to the domestic and foreign income variables 
as well as to the real exchange rate dynamics. In consonance with previous 
studies, income elasticities are greater than the price elasticities and, hence, 
growth dynamics at home and abroad are a key driving force beyond the 
trade and current account balance. Thus, during 2009–12, when external 
demand plummeted more than domestic demand, some worsening of the 
trade and current account balance was on the expected lines. At the same 
time, real exchange rate dynamics also have a significant impact on the exter-
nal balance, even though price elasticities are lower than income elasticities. 
In this context, we may note that sustained higher domestic inflation over the 
past 4–5 years had a negative impact on external competitiveness through 
a higher REER. Thus, low and stable inflation would aid the maintenance 
of external competitiveness and reduce pressures for nominal depreciation, 
which then has adverse implications for domestic inflation, the government’s 
fiscal position, and for corporate balance sheets.

Given the twin and elevated deficits, concerns were expressed during 
the first half of 2013 that India may face a 1990-like balance of payments 
crisis (Acharya 2013; Mody and Walton 2013; Tarapore 2013b). These 
concerns were evident during the June–August 2013 turmoil in the financial 
markets, notwithstanding a number of alleviating factors. The NAFC has 
clearly shown that all countries, even advanced countries with sophisticated 
financial markets, are susceptible to financial crisis. Therefore, prudent 
macroeconomic and financial policies play an important role in ensuring 
that a country does not face a crisis. In the Indian context, the range of 
macroeconomic and financial policies followed since the early 1990s had 
strengthened India’s macroeconomic fundamentals before the NAFC and 
this helped India, as well as many other EMEs which had followed prudent 
policies, to see through the worst global financial crisis. These policies 
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focused on pursuing a cautious approach to financial sector and capital 
market liberalization, management of the capital account, a flexible but 
managed exchange rate, improvement in the monetary–fiscal interface 
facilitated by fiscal consolidation, and continued structural reforms. These 
policies contributed to sustained high growth in an environment of mac-
roeconomic and financial stability. It would be prudent to continue such 
policies, going forward.

Rapid financial sector and capital account liberalization often ends up 
in crisis. Opening the financial account appears to raise the frequency and 
severity of economic crises; financial openness is not a panacea and it could 
instead be poison. Benefits of financial openness are most likely to be real-
ized when implemented in a phased manner, when external balances and 
reserve positions are strong, and when complementing a range of domestic 
policies and reforms to enhance stability and growth (Obstfeld 2009). Debt 
capital flows increase vulnerability to future crises, and this was clearly seen 
in the NAFC. Emerging and Developing Economies (EDEs) such as those 
in Central and Eastern Europe which saw large increases in debt flows and 
which also had large CADs did face crises in the aftermath of the NAFC. 
Given the structural growth, inflation, and interest differentials in favor of 
EDEs, a fully open capital account would inevitably lead to large flows in 
search of arbitrage—creating booms when they come in and busts once they 
leave. Thus, the management of debt flows assumes importance. Indeed, one 
factor that reduces India’s external vulnerability, despite large twin deficits, 
is the fact the public debt is largely internally held. 

It would be prudent to continue with this approach and further opening 
up of government securities market to non-resident investment needs to be 
carefully watched. Debt investments by non-residents in domestic securities 
are more volatile than in equities and can add to foreign exchange market 
pressures. More often, these flows react to monetary policy developments 
in advanced economies. For example, during June–September 2013, in 
response to Chairman Bernanke’s comments on the likely time path for the 
roll-back of quantitative easing policies, foreign institutional investors sold 
both equities and debt securities in the Indian market, but the sell-off in debt 
securities (around US$10 billion) was five times that of equity investments 
(US$2 billion).4 Open debt markets can lead to large destabilizing capital 
inflows and outflows in response to external developments and complicate 

4. The stock of foreign portfolio equity at end-June 2013 was US$139 billion, while that 
of foreign portfolio debt was US$32 billion. 
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domestic macroeconomic management, particularly in the presence of per-
ceived arbitrage opportunity resulting from high interest rate differentials.

There is a view that the traditional fears about foreign-currency bor-
rowing by residents are not applicable to investments by non-residents in 
local-currency denominated bonds and hence the limits on the latter category 
of investments should be removed (Patnaik et al. 2013). Such a notion was 
clearly disproved during the June–August 2013 turmoil. High external bor-
rowings denominated in foreign currencies add to the individual borrowing 
entity’s vulnerability in the event of sharp currency movements, especially 
if such borrowings are not fully hedged. In the case of non-residents’ invest-
ments in domestic rupee securities, although the domestic entities who have 
issued such paper do not bear the exchange rate risk, a sudden large sell-off 
by non-residents (for example, as witnessed during June–August 2013) puts 
sharp downward pressure on the currency, which then has adverse implica-
tions for the various sectors of the economy, including the corporate and 
the fisc, as well adding to inflationary pressures. Thus, large borrowings 
from foreign sources, whether these are denominated in foreign-currency or 
local-currency, add to the vulnerability of the domestic economy. The mas-
sive sell-off by non-residents in the local-currency bonds has an immediate 
impact on the currency and broader economy.

Price and Financial Stability: Institutional Issues

Inflation in India had seen a perceptible decline in the post-reform period. 
Alternative indicators of inflation had averaged 5–6% per annum between 
mid-1990s and the late 2000s, after averaging higher at 8–9% in the previ-
ous three decades. Inflation has now increased in the post-NAFC period, 
despite continued price stability globally at low levels. Both headline WPI 
and CPI inflation still remain well above comfort levels. Moreover, there 
is a substantial gap between the headline WPI inflation and the core WPI 
inflation on the one hand and between headline CPI and headline WPI infla-
tion on the other. This poses challenges for monetary policy in its conduct, 
formulation, and communication, given that inflation expectations are likely 
to be influenced more by headline inflation, particularly headline CPI infla-
tion. This also has implications for real interest rates facing the different 
economic agents—households, corporates, and government. Given the con-
tinued large weight of food in the various price indices, including the new 
consumer price indices, and the high volatility in food prices, it is apparent 
that an inflation targeting framework—with a focus on one inflation indicator 
as a target for monetary policy—is beset with a number of conceptual and 
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practical challenges in the Indian context (Mohan 2011a). In the new CPI, 
food items have a weight of 59%, 37%, and 50% in the rural, urban, and 
all-India indices, respectively. The fuel group has a weight of 8–10%, taking 
the combined weight of food and fuel to 46–70% in the three indices. Given  
these large weights, the use of core measures of inflation in the conduct and 
formulation of monetary policy would lack credibility and thereby limit the 
use of an inflation targeting framework focused on a single inflation number. 
As a former chairman of the US Federal Reserve has recently noted, it is 
“neither necessary nor desirable to try to pin down the price stability objective 
by setting out a single highly specific target or target zone for a particular 
measure of prices” (Volcker 2013). While a conventional inflation targeting 
framework is problematic, price stability, with the objective of low and stable 
inflation, ought still to remain the key objective of monetary policy. In fact, 
against the backdrop of persistently high inflation and inflation expecta-
tions, the Expert Committee to Revise and Strengthen the Monetary Policy 
Framework has, inter alia, now recommended that headline CPI inflation 
should be the nominal anchor for the monetary policy framework. Low infla-
tion should be the predominant objective of monetary policy in India, and 
this should be communicated without ambiguity to the public (RBI 2014).

Sustained price stability and financial stability are both essential for high 
growth. The NAFC has clearly shown that price stability per se does not 
guarantee financial stability. There is, therefore, now greater recognition that 
financial stability could be endangered if central banks were to be mandated 
with only price stability/inflation targeting objectives (Eichengreen et al. 
2011). The United Kingdom, which had taken lead in separating financial 
regulation and supervision from the central bank in the 1990s, has again 
taken lead in reversing its earlier decision by returning responsibility for 
financial regulation and supervision back to the Bank of England. In a num-
ber of other countries too, the regulatory architecture is being revisited and 
central banks are being given responsibility for financial sector regulation 
and financial stability. A central bank’s concern for stability must range 
beyond prices for goods and services to the stability and strength of financial 
markets and institutions generally (Volcker 2013).

A cross-country survey of regulatory and supervisory institutional 
arrangements with regard to the banking system and covering 136 countries 
shows the predominance of central-bank-led arrangements (Barth et al.  
2013). In 89 countries, the central bank is the only such authority. In contrast, 
in 38 countries the central bank is not a supervisory authority at all. In the 
remaining nine countries, the central bank is one among multiple supervi-
sors, with the United States being one of these countries. With regard to the 



muneesh Kapur and rakesh mohan 253

broader financial system, the survey also provides information on whether 
a country has a single financial supervisory authority or multiple authori-
ties. The results indicate that in 101 countries there are multiple authorities 
covering the financial sector, while in 25 countries there is a single author-
ity covering the entire financial sector. “Most of the countries with a single 
authority are relatively small in terms of both population and GDP” (Barth 
et al. 2013: 11).

Issues relating to financial stability and the institutional arrangements 
thereof have attracted interest in the post-NAFC period. Advanced econo-
mies, particularly in Europe, are integrating prudential functions into the 
central bank (for example, Belgium, France, the United Kingdom, and the 
United States). Ireland has opted for a stronger form of integration where 
all supervision of markets and institutions is conducted by the central bank 
(Nier et al. 2011).

It may often be desirable to identify a lead authority or policymaking committee 
and to vest it with the mandate and powers to conduct macroprudential policy. 
The central bank should play an important role, so as to harness its expertise in 
risk assessment and its incentives to mitigate systemic risk, as well as to ensure 
coordination with monetary policy. While participation of the treasury in the 
policy process is useful, a strong role can pose risks to the established autonomy 
of separate policy fields, such as monetary and microprudential policy, and lead 
to delay when policies are needed to constrain financial markets in good times. 
Separate arrangements for crisis prevention and crisis management will be useful 
in many cases” (Nier et al. 2011: 3).

In practice, these basic principles have led to the increasing prevalence 
of three models for macroprudential policymaking (IMF 2013b: 30):

•	 Model 1: The macroprudential mandate is assigned to the central bank, 
with macroprudential decisions ultimately made by its Board (as in 
Malaysia, and the Czech Republic). This setup is a natural choice in 
highly integrated arrangements where the central bank already con-
centrates the relevant regulatory and supervisory powers.

•	 Model 2: The macroprudential mandate is assigned to a dedicated 
committee within the central bank structure (as in the United 
Kingdom). This arrangement can help counter the risk of dual man-
dates for the central bank, by creating dedicated decision-making 
structures for monetary and macroprudential policy even as both 
functions are under the roof of the central bank. It also allows for the 
participation of separate supervisory agencies and external experts on 
the decision-making committee.
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•	 Model 3: The macroprudential mandate is assigned to a committee 
outside the central bank, with the central bank participating on the 
macroprudential committee (as in Australia, France and the United 
States). This model can more easily accommodate a desire for a strong 
role of the Ministry of Finance (MoF). However, since a dominant role 
of the MoF risks delaying macroprudential action and can compromise 
the independence of participating agencies, including the central bank 
and separate supervisory agencies, some of these risks can be coun-
tered by assigning the central bank the chairmanship (as in Australia), 
a strong voice (as in Mexico), or a veto over policy decisions (as in 
Germany). They can also be countered by establishing only soft pow-
ers for the decision-making committee (IMF 2013b).

Against this backdrop, the proposals of the Financial Sector Legislative 
Reforms Commission (FSLRC) (Government of India 2013b) to restrict 
the Reserve Bank’s role mainly to monetary policy and price stability need 
to be seriously debated (Tarapore 2013a). The FSLRC recommendation 
that the executive responsibility for safeguarding systemic risk should vest 
with the Financial Stability and Development Council (FSDC) Board runs 
counter to the post-crisis trend around the world of giving the collegial bod-
ies responsibility only for coordination and for making recommendations:  
Should the responsibility of the FSDC Board be extended from being a 
coordination body to one having authority for executive decisions (Subbarao 
2013b)? The proposed arrangement would compromise the synergy between 
monetary policy and policies for financial stability.

Globally, the mandates of the central banks have shifted over time in 
response to the evolving macroeconomic and financial conditions, but the 
outcomes have not been entirely satisfactory. For example, the US Federal 
Reserve was set up in 1913 with the objective of ensuring financial stability.  
Over time, the Fed succeeded in maintaining financial stability after the 
Great Depression, which policymakers and financial markets took for 
granted during the post-war era (Reinhart and Rogoff 2013). The conse-
quence was that the objective of financial stability increasingly got de-
emphasized, culminating in the 2008 financial crisis. Similar developments 
have taken place in other countries and the same logic seems to underlie 
the FSLRC’s recommendations. Arguably, the success of the policymak-
ers in India with maintaining financial stability over the past two decades, 
even as a number of emerging economies faced financial crises during the 
1990s and the advanced economies in the 2008–2009 episode, has led to 
a situation where financial stability is being taken for granted. This might  
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be a factor behind the recommendations designed to entrust the RBI with the 
narrow objectives of monetary policy/inflation targeting. Such an approach, 
as the international experience shows, runs the risk of financial instability 
down the road. Thus, the central bank needs to continue to be entrusted 
with multiple objectives. Multiple objectives need multiple instruments. As 
Reinhart and Rogoff (2013) note,

Policies, such as changes in reserve and margin requirements and a variety of 
credit measures that have been discarded as antiquated, should be a part of the 
toolkit of the central bank in the United States and other advanced economies. 
These instruments have continued to play a central role in defining monetary 
policy in many emerging markets to the present day. [O]ver the past three decades 
both the academic literature and the policy practice have increasingly drifted to a 
world view where the short-term policy rate is a sufficient policy instrument. The 
theoretical underpinnings supporting that view usually assume complete markets, 
an assumption that is particularly at odds with a post-crisis environment riddled 
with a broad assortment of frictions arising from both market failures and a steady 
stream of complex regulatory changes set in motion by the crisis (pp. 49 and 53).

Fiscal Policy

Fiscal consolidation is necessary for sustained growth in an environment of 
macroeconomic and financial stability. As the NAFC has shown, high fiscal 
deficits and debt limit policy flexibility significantly, and contribute to the 
worsening of the overall economic situation. Weak public finances derail 
inflationary expectations, provide upward bias to the interest rate, impede 
investment activity and threaten sovereign credit ratings (Kelkar Committee 
2012). The recent fiscal consolidation initiatives in India, including measures 
to rein in subsidies, are encouraging. In this context, it is relevant to note that 
fuel subsidies in India are found to be badly targeted, with the richest 10% 
of households receiving seven times more in benefits than the poorest 10% 
(Anand et al. 2013). Thus, there is scope for better targeting of fuel subsi-
dies and fiscal consolidation, while protecting lower income households. 
Fiscal consolidation would allow government resources to enhance public 
investment and also to provide a durable way out of the ongoing slowdown. 
Historically, effective revival of the economy has been through a step up 
in public sector investment, which then triggered private sector investment 
and a revival of industrial growth (Tarapore 2013b).

While fiscal consolidation is clearly positive from a medium-term per-
spective, it could have a negative short-term impact on growth. However, 
this negative short-term impact on growth can be minimized, or even 
avoided, by calibrating the adjustment in expenditures. For example, 
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according to estimates by Jain and Kumar (2013), the impact fiscal multi-
plier for non-defense capital outlays (2.1) is substantially higher than that of 
revenue expenditure (0.2) for the Central government. Thus, fiscal consoli-
dation that directs expenditures away from revenue expenditure (subsidies) 
toward capital outlays could have a less negative, or even positive, impact 
on growth. Moreover, such a fiscal consolidation approach with relatively 
greater additions to the economy’s productive capacity would provide 
monetary policy greater maneuverability and that could also be short-term 
growth positive.

A key lesson of the NAFC is that policymakers should have significant 
policy buffers, which can then be used in times of crises to stabilize the 
economy. In the Indian context, for example, the buffers were limited at the 
onset of the crisis and, in the face of the stimulus measures and the slowing 
economy, the combined deficits quickly reached high levels, exacerbated by 
high public debt levels, leaving India as an outlier among major emerging 
markets. Against this backdrop, a more ambitious medium-term fiscal con-
solidation plan beyond 2017–18 is critical. The earlier Fiscal Responsibility 
and Budget Management (FRBM) plan had targeted a 3% of GFD/GDP  
ratio for the Central government and the revised path also targets 3% deficit 
by 2017–18. Accordingly, it would be judicious to aim for balanced budget 
targets, say by the end of the decade. Stronger fiscal consolidation on these 
lines, along with the quality of its adjustment, would provide an environ-
ment conducive for higher domestic savings, lower domestic interest rates, 
and more flexibility to monetary policy in its operations.

6. Conclusion

The current growth slowdown has occurred after almost a decade of con-
sistent high growth, including a sharp recovery from the 2008–09 crises. 
High growth during the pre-NAFC period, especially 2003–08, was under-
pinned by continuing fiscal correction, which then had a number of positive 
spillovers: increase in public savings, low inflation and anchored inflation 
expectations, low nominal and real interest rates, and sharp increase in 
corporate profitability and investments. The largely market-determined 
exchange rate system, in the context of a prudent approach to management 
and liberalization of the capital account and sterilized interventions, and in 
an environment of progressive deregulation and liberalization of the real 
economy, led to sustained increase in the exports of goods and services, 
which then kept the CAD at moderate levels.
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The sustained growth process of the pre-NAFC period has suffered a 
setback in the past couple of years. This reflects a number of factors. First, 
while the macroeconomic policy response to the NAFC—both monetary 
and fiscal policy—was admirably rapid, there was, at least with hindsight, 
overshooting of the stimulus. The overshooting was reflected in very high 
growth—averaging 9%—during 2009–10 and 2010–11 but which sowed 
the seeds for inflation and current account pressures. Moreover, the qual-
ity of the fiscal stimulus, with its focus on tax cuts and increased revenue 
expenditure (particularly in subsidies) while keeping capital outlays stag-
nant, added to demand pressures, which were then reflected in high inflation. 
While the fiscal and monetary stimuli were large and rapid, their withdrawal 
was gradual and it remains incomplete in the case of fiscal measures. The 
incomplete and delayed pass-through of higher international oil prices to 
domestic prices added to fiscal pressures, while also impeding domestic 
expenditure adjustment in both oil and non-oil consumption that would have 
emanated from higher domestic oil prices. The adjustment in domestic oil 
consumption, had domestic prices been appropriately adjusted, would have 
also contributed to lower oil imports and lower CAD. The large monetary 
stimulus facilitated financing of the near trebling of the government bor-
rowing needs at lower yields. The delayed and the incomplete withdrawal of 
the fiscal stimulus has also led to crowding out of the private sector, which 
in conjunction with other policy bottlenecks, has contributed to the massive 
decline in private corporate investment.

High inflation and negative real deposit rates have led to a switch away 
from financial savings toward savings in the form of gold, leading to higher 
gold imports and adding to CAD pressures. The current account was also 
hit by domestic policy bottlenecks, which, inter alia, have led to more coal 
imports and lower iron ore exports. The CAD was in any case expected to 
widen, given the two-speed global recovery since the NAFC, but domestic 
policies resulting in higher oil, gold and coal imports magnified the impact 
on the CAD. Unlike many other major EMEs, especially Asian EMEs, India 
had a deficit on its current account before the NAFC and the combination 
of domestic and global factors quickly took it up to 4.8% by 2012–13. The 
rapid policy response subsequent to the market turbulence of mid-2013 has 
reduced the CAD to an estimated 1.7% of GDP for 2013–14.

Overall, the above analysis suggests need for appropriate policies in 
regard to domestic oil prices which will help to contain fiscal subsidies as 
well as oil imports. In this context, the steps taken by the government in 
the past few months are welcome and would need to be continued with. 
Restoration of tax/GDP ratios, along with the proposed efforts toward the 
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institution of the country-wide goods and services tax and the introduction of 
direct tax code bill and the recent measures to contain subsidies, should help 
to contain the fiscal deficit in the next couple of years. Taking into account 
the fiscal correction that is being programmed as also the fiscal consolidation 
record of 2002–07, the public sector savings should recover, and that would 
result in a recovery in the gross domestic savings rate by around 2–3% of 
GDP. A similar event occurred about 10 years ago when public sector sav-
ings had become negative (Mohan 2011b). The envisaged fiscal correction 
will make more resources available to the private sector and contribute to 
the recovery of private sector investment and private sector savings.

Fiscal consolidation would also provide the basis for a durable reduction 
in inflation and low and positive real interest rates for both depositors and 
borrowers and, in turn, a moderating impact on gold imports and the CAD. 
The analysis presented in this paper suggests that the ongoing slowdown 
has a large cyclical component, reflecting both domestic and global factors 
(see also, IMF 2013c). Growth has indeed slowed down since 2011–12, 
but this is not on account of any reversal in the reforms process, although 
the pace of new reforms may have been somewhat slower. India’s “poor 
infrastructure, excessive regulation, small manufacturing sector, and a work-
force that lacks adequate education and skills” cannot explain the current 
slowdown, as these deficiencies had existed when India was growing rap-
idly, although they must be addressed if India is to grow strongly and stably 
(Rajan 2013). The structural drivers of growth—the favorable demographics 
and the high savings and investment rates—are broadly intact. Based on 
these assumptions, even a conservative estimate would result in a sustained 
gross domestic savings rate of about 35%, which should facilitate growth of 
8–8.5%, given the moderate incremental capital output ratios. This would 
also be contingent on the removal of the recent impediments to domestic 
investment activity and the recovery in the global economy. Finally, given 
the growth and inflation expectations, interest rates in India can be expected 
to remain above those in advanced economies, even when we move away 
from the present aberrations of near zero interest rates in the major advanced 
economies; therefore, a prudent approach with regard to opening up of debt 
flows to foreign investors needs to be pursued.

What then are the key policy priorities that can help to restore Indian 
growth to sustained rates in excess of 8%, which would be consistent with 
investment levels in the 35–40% range? For sustained growth, it is first 
essential to restore macroeconomic stability: of the highest importance is a 
reduction in medium-term inflation to levels achieved in the decade prior 
to the NAFC. This needs coordinated supply side and demand management 
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measures: fiscal consolidation and appropriate monetary policy coupled with 
active measures to loosen supply constraints. Factor market reforms related 
to both labor and land are essential to make the economy more flexible in 
the face of burgeoning demand resulting from growing incomes. Among 
Asian EMEs, India is notable in the low share of its manufacturing sector 
in terms of both value-added and employment: this has also impeded the 
pace of rural–urban transformation. A realistic exchange rate policy com-
bined with policies promoting labor flexibility and skill development need 
to be taken up consciously to promote growth in the manufacturing sector.  
The animal spirits released in Indian industry by the 1991 reforms seem to 
be dying down: they need to be revived in a focused manner. The revival of 
manufacturing competitiveness is essential to achieve 10% plus growth in 
this sector, without which it will not be feasible to achieve sustained growth 
rates in GDP of 8% plus.

It is well recognized by all that infrastructure investment is crucial to 
loosening supply side constraints and promoting manufacturing. Fiscal con-
solidation is also important here. Despite increasing private investment in 
infrastructure, it is necessary to enhance public investment in infrastructure 
on a sustained basis. For this to take place, the culture of economic user 
charges must be reinforced so that infrastructure investment is remunera-
tive; second, with increasing incomes, expenditures on non-merit subsidies 
must be curtailed and directed toward infrastructure investments. The 
trend in recent fiscal consolidation efforts has been focused excessively on 
reduction in expenditures, more in capital expenditures, and less in revenue 
expenditures, such as subsidies. This needs to be reversed. Moreover, the 
Indian tax/GDP ratio has been relatively stagnant for a decade, despite 
high GDP growth and rising incomes. Revenue receipts/GDP ratio of the 
central government is now below the levels prevailing in the late 1980s. 
Public investment in both physical and social infrastructure will be difficult 
to achieve without revenue enhancement consistent with income growth.

It is apparent that reforms in key areas such as agriculture, and physical 
and social infrastructure, including urban infrastructure are needed on a 
continuing basis. The main organizing principle of most reforms carried out 
so far has been that of freeing the private sector from the myriad govern-
ment controls that had existed for a long time. Whereas this process itself 
still has some distance to go, an issue is: Whether we have reached the limit 
of private sector-led acceleration in investment and output growth and will 
this now be increasingly constrained by the lack of public investment, both 
physical and social (Mohan 2011d)?
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An underlying theme encompassing most constraints now is the lack of 
adequate delivery of public services in both quality and quantity. While the 
first generation of reforms empowered the private sector to perform to the 
best of its abilities, the second generation of economic reforms must focus 
on a similar empowerment of the public sector to deliver public goods and 
services for the benefit of all segments of the private sector, corporate enti-
ties, and the public alike. This proposition is not an argument for greater 
empowerment of the public sector to increase its control over the economy, 
as was the case in the past. The “public sector” needs to be seen in its widest 
definition, to encompass all levels of government from the local level to 
state and national levels, and their entities, which deliver public goods and 
services. Illustratively, four areas where we need to give focused attention 
and which can mainly be done by the public sector, even if some of it is to 
be delivered through public–private partnerships, are agricultural develop-
ment, urban development, human resource development, and management 
of public services. What is common among these sectors is the lack of 
competence in public systems that govern these areas (Mohan 2011d). These 
issues assume added importance in view of governance issues that have 
come to the forefront in the recent period, and which call for significant 
improvement in the delivery of public services.

Annexes

Annex 1: Oil Consumption and Prices

In the context of the large increase in oil subsidies, an attempt is made to 
examine the determinants of demand for the key administered items (diesel, 
kerosene, and LPG) and also for petrol which has been controlled at times. 
Demand for the various oil products is postulated to depend upon income 
(real GDP) and the prices of the particular products relative to overall price 
movements (Asali 2011). Demand for total petroleum products is also 
modeled, and movements in the minerals oil index of the WPI are used as 
the relevant price variable. Thus, we estimate the following specification:

 Log(Ct) = a1 + a2.log(Yt) + a3.log(Pt/WPIt) + et

where C is the consumption of the specific petroleum item or total petroleum 
products, Y is the real GDP, P is the price of the specific petroleum item 
(measured by the respective indices in the WPI basket), and WPI captures 
the general price level in the country. The empirical exercise covers the 
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period from April 2001 to March 2013. Since the various variables are non-
stationary, we employ a cointegration framework, and use the autoregressive 
distributed lag approach to cointegration.5 Given the short sample period, the 
robustness of the results is tested and supported by the Johansen–Juselius 
approach.

The results indicate that the income elasticity is more than unity (around 
1.2) for petrol and almost unity for diesel as shown in Annex Table 1. 
Income elasticity for LPG demand is below unity, perhaps indicative of 
supply constraints in meeting the demand. Income elasticity of demand for 
kerosene oil is negative, indicating its diminishing role; the share of kerosene 
in total petroleum products’ consumption has halved from around 10% to 
5% over the study period (2002–12). The elasticity of demand for overall 
petroleum products is estimated to be 0.5.

Turning to the price responsiveness, the price elasticities are found to be 
statistically significant for petrol, diesel and kerosene. The price elasticity 
is the highest for petrol (–0.66) followed by kerosene (–0.54) and diesel 
(–0.36). Thus, an increase of 10% in domestic prices is associated with a 
reduction of 3.6–6.6% for these three products. The price elasticities for 
LPG and overall petroleum consumption are negative, but not significant. 
The insignificant price elasticity of total petroleum consumption, even as 
the major components have significant and relatively high price elasticities, 
suggests merits of pursuing a disaggregated approach in order to assess the 
determinants of demand for oil.

Annex 2: Growth Slowdown

Accommodative monetary and fiscal policies boosted the growth during 
2009–11 and the phased reversal of these policies, partial so far in the case 
of fiscal policy, contributed to the growth slowdown during 2011–12 and 
2012–13. Anemic global growth over both these two periods has also been 
a factor. To assess the impact of monetary policy and global conditions on 
domestic growth—the two factors which are seen as the major contributors 
to the growth slowdown—we model growth on the lines of the IS curve 
framework in Kapur and Behera (2012). Given the monsoon induced vola-
tility in agricultural output and the impact of government expenditures on 
“community, social and personal services,” the empirical exercise focuses 
on GDP excluding these two components. Growth is postulated to depend 
on real domestic interest rates, external demand, real exchange rate, and 

5. F-tests (not reported) confirm the presence of a cointegrating relationship among the 
variables.
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real bank credit. Real interest rate is defined as an effective nominal policy 
rate less 4-quarter average of NFMP inflation. External demand is captured 
through real world exports or global GDP. For real exchange rate, RBI’s 
36-currency export-weighted REER index is used. The equation is estimated 
for the period of 1996–97 to 2007–08 using quarterly data and then used to 
make out of sample forecasts for the subsequent period. All the variables, 
except for the real interest rate, are in growth terms (quarter-on-quarter, 
based on seasonally adjusted data) and are found to be stationary.

A N N E X  T A B L E  1 .  Estimates of Oil Consumption in India

Dependent variable

LHSDSA LPETROLSA LSKOSA LLPGSA LPOLTOTSA

1 2 3 4 5 6

lGdprSa 0.96 1.18 –0.49 0.66 0.50
(37.37) (19.33) (9.18) (8.61) (32.70)

lp_HSdSa –0.36
(5.62)

lp_pETrolSa –0.66
(3.70)

lp_SKoSa –0.54
(4.78)

lp_lpGSa –0.35
(1.20)

lmInoIlSa –0.06
(1.48)

r-bar2 0.996 0.997 0.940 0.986 0.984
Serial correlation 0.25 0.14 0.06 0.30 0.19
normality 0.52 0.00 0.12 0.04 0.57
Short-run model
Ecm(–1) –0.42 –0.18 –0.38 –0.29 –

(6.10) (3.23) (3.73) (2.69) –
r-bar2 0.48 0.53 0.27 0.21 –
ardl model 1,0,0 2,0,1 1,0,3 1,0,0 0,3,3

Source: authors’ estimates.
notes:  Estimates are based on autoregressive distributed lag (ardl) methodology, with model selection 

based on Schwarz Bayesian Information criteria.
Estimates are based on quarterly data for the sample period 2001:2 to 2013:1.
Variables are defined as follows:
lHSda, lpETrolSa, lSKoSa, llpGSa and lpolToTSa are domestic consumption of diesel, petrol, 

kerosone, lpG and all pol products, respectively. 
lp_HSda, lp_pETrolSa, lp_SKoSa, lp_lpGSa and lp_mInoIlSa are WpI indices of diesel, petrol,  

kersone, lpG and the sub-group “mineral oils” , respectively. all these indices are taken relative to overall 
WpI index.

lGdprSa = real gross domestic product.
all data are in log terms and seasonally adjusted.
data for consumption of petroleum products are from petroleum planning and analysis cell.
figures in parentheses are t-statistics.
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The results show that an increase of 100 bps in the real interest rate leads 
to a reduction of 26–33 bps in GDP growth with a lag of two quarters; see 
Annex Table 2 (columns 2–5). Global demand impacts domestic economy in 
the same quarter and the estimated coefficients suggest that one percentage 
point reduction in global exports reduces domestic growth by almost 13 bps, 
while the impact of one percentage point reduction in global GDP growth 
is almost 40–56 bps. The coefficient on world exports is lower than that on 
world GDP, given the differences in the magnitudes of the two variables: 

A N N E X  T A B L E  2 .  Determinants of Real GDP Growth (Non-Agricultural 
Non-Community Services GDP)

Explanatory variable

Dependent variable: GDPRGQ

Sample period: 1996:2 2008:1

1 2 3 4 5

constant 6.38 6.45 5.62 5.15
(5.91) (6.10) (4.78) (4.10)

rIrQ(–2) –0.32 –0.33 –0.26 –0.27
(3.26) (3.23) (2.76) (2.82)

WEXprGQ 0.13 0.13
(2.40) (2.43)

GdpWorldQ 0.40 0.56
(1.99) (2.42)

rEErXQ –0.09
(1.74)

rEErXQ(–3) –0.08
(1.95)

nfcrQ(–2) 0.14 0.14 0.14 0.14
(3.21) (3.15) (3.26) (3.10)

r-bar2 0.30 0.32 0.29 0.31
dW 1.97 1.76 2.15 2.12
White test 0.43 0.62 0.69 0.90
JB test 0.91 0.89 0.91 0.69
lB-Q test 0.34 0.20 0.47 0.33

Source: authors’ estimates.
notes: dependent variable = GdprGQ = growth (q-o-q) in real Gdp excluding agriculture and community 

services.
rIrQ = real interest rate = nominal policy rate less 4-quarter average of q-o-q non-food manufactured 

products (nfmp) inflation.
WEXprQ = growth (q-o-q) in world real exports.
GdpWorldQ = growth (q-o-q) in world real Gdp.
rEErXQ = variation (q-o-q) in rBI’s 36-currency real effective exchange rate.
nfcrQ = growth (q-o-q) in real non-food credit.
q-o-q growth rates are first-differences (annualized) of (log) seasonally adjusted data.
White test = significance level (p-value) for White test for the null of homoscedasticity of residuals.
JB test = significance level (p-value) for Jarque–Bera test for the null of normality of residuals;
lB-Q test = significance level (p-value) of Box-pierce-ljung Q-statistic for the null of no residual 

autocorrelation for four lags.
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annual growth in real world exports averaged 7.7% vis-à-vis that of 3.8% 
in global GDP over the sample period (1997:3–2008:1). Real exchange rate 
movements have the expected impact: appreciation reduces the domestic 
output, while depreciation boosts the output. The estimated equations satisfy 
the regression diagnostics.

Annex 3: Determinants of Exports and Imports

Following Hooper et al. (2000) and Chinn (2013), export demand is postu-
lated to depend on external demand and the real exchange rate and import 
demand on domestic activity and the real exchange rate. Since the variables 
of interest are non-stationary, we use cointegration and a vector error cor-
rection mechanism framework (Johansen–Juselius methodology) to assess 
the long-run and the short-run dynamics, as follows.

∆LEXPXt =  a1 + a2.ECM(t–1) + ∑a3i.∆LEXPX(t–i) + ∑a4i.∆LREER(t–i) 
+ a5.∆LWEXPR(t–i) + ut

∆LIMPQt =  b1 + b2.ECM(t–1) + ∑b3i.∆LIMPQ(t–i) + ∑b4i.∆LREER(t–i) 
+ b5.∆LY(t–i) + vt

Here ∆ is the first-difference, L is logarithm, EXPQ and IMPQ are real 
volumes of exports and imports (measured by DGCIS’ quantum index for 
exports and imports, respectively), WEXPR is world real exports (world 
exports in US $ terms divided by their unit value index) as an indicator for 
external demand, Y is an indicator of domestic activity (real GDP or real 
industrial GDP or real domestic demand), and REER is the REER. The ECM 
terms capture the deviations of exports and imports from their long-run 
equilibrium [(LEXPQ—c1—c2.LREER—c3.LWEXPR) and (LIMPQ—
d1—d2.LREER—d3.LY), respectively]. The coefficients on the ECM terms 
measure the speed with which the deviation from the long-run equilibrium 
is corrected each period and are expected to be negative. World real exports 
are treated as weakly exogenous in the cointegrating Vector Autoregression 
(VAR) for exports, and domestic activity is found to be weakly exogenous 
in the imports VAR.

The baseline period for the study is 1980–81 to 2007–08 using annual 
data. In view of the NAFC and the severe disruptions in the global economy, 
we focus on the pre-NAFC period; as a robustness check, we also report 
results for the period up to 2011–12. The starting period of the study, 
1980–81, coincides with the first phase of reforms that started in the early 
1980s and hence the period is relatively homogeneous. The structural 
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reforms introduced in the early 1990s and continued in the subsequent years 
with the objective of deregulation and liberalization provided a greater role 
for market forces and market prices. Thus, the role of price signals can be, 
a priori, expected to be more in the post-1990s period vis-à-vis the 1980s; 
for China, for example, Aziz and Li (2008) find evidence of increased 
responsiveness of exporters to market signals over time. Moreover, given 
the large intra-year volatility and two-way movements in exchange rates, 
econometric analysis based on annual data might not appropriately capture 
the impact of exchange rate changes on trade volumes. If so, the price elas-
ticities using the annual data for 1980–2008 could be an underestimate of 
the actual elasticities. Therefore, as a robustness measure, we also present 
results for the post-reforms period using quarterly data on trade volumes 
for overall exports as well as major categories of manufactured products 
(for 1996–97 to 2007–08). The focus on the post-reforms period reduces 
the sample size substantially, and potentially limits the inferences drawn 
from cointegration analysis.

As regards the REER, as the earlier discussion showed, there is a substan-
tial divergence in the movements indicated by the available REER indica-
tors. Bayoumi et al. (2011) and Chinn (2006) report a similar divergence 
of alternative REER measures—ULC-based REER, CPI-based REER and 
WPI-based REER—in the context of the United States, the euro area, and 
other countries. For example, for Ireland, the CPI-based REER indicated 
an appreciation of 20% between 1995 and 2009, while the ULC- and 
WPI-based REER showed depreciation of 20–30%. And, based on their 
econometric analysis, Bayoumi et al. (2011) suggest that WPI- and ULC-
based REERs are better indicators of price competitiveness than CPI-based 
measures. Accordingly, we present results for the three available REERs.

The share of oil exports in total exports has fluctuated substantially over 
the sample period, reflecting the movements in international crude oil prices 
as well as the quantum on the back of higher domestic crude production 
(mid-1980s) and the increase in domestic refining capacity (beginning early 
2000s). Since these fluctuations in oil exports are unrelated to price and 
income variables, we also report results for an augmented specification with 
real oil exports (oil exports in US dollar terms divided by average crude oil 
prices) and also dummies for the outliers.

exPOrTs: annUal esTiMaTes

Beginning with exports, and using annual data for 1980–81 to 2007–08, the 
null hypothesis of at least one cointegrating vector cannot be rejected for 
both the basic and the augmented specifications for the REER-RBI measure 
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and for the augmented specification for the REER-OECD and REER-IMF 
measures. Both external demand (world real exports) and the REER have the 
expected impact and these are statistically significant.6 An increase of 1% 
in world real exports7 is associated with an increase of 1.1–1.4% in India’s 
exports in the long run; see Annex Table 3. The long-run coefficient on the 
REER is 0.21 to 0.65 across alternative specifications, and the coefficients 
are lower for the specifications using the OECD and the IMF measures of 
REER. In the short-run model, the coefficients on the ECM term for both 
the exports and REER equations are correctly signed and significant. Thus, 
deviations of exports from the long-run equilibrium get adjusted through 
adjustments in both exports and the REER. The short-run coefficients indi-
cate significant contemporaneous impact of external demand on exports, 
although partly offset in the next year. The regression diagnostics for the 
short-run model are satisfactory. The results broadly carry through when the 
sample period is extended to 2011–12 and are more supportive.

A N N E X  T A B L E  3 .  Determinants of Exports (Annual Estimates)

Results for REER-RBI
Results for  
REER-OECD

Results for  
REER-IMF

l(EXpQ) 1.00 1.00 1.00 1.00
l(rEEr) 0.37 0.65 0.27 0.21

(4.50) (6.25) (3.33) (2.22)
l(WEXpr) –1.33 –1.10 –1.35 –1.42

(33.60) (17.02) (22.07) (19.83)
l(oIlr) 0.06 0.04 0.02

(4.20) (2.39) (1.06)
constant 3.93 1.02 4.50 5.26

(6.04) (1.08) (5.42) (5.51)

Short-run ECM model

DLEXPQ DLREER DLEXPQ DLREER DLEXPQ DLREER DLEXPQ DLREER

Ecm(–1) –1.02 0.37 –0.45 0.69 –0.60 0.21 –0.47 0.09
(5.39) (1.98) (3.07) (2.74) (7.70) (2.00) (6.98) (0.72)

dlEXpQ(–1) 0.40 0.07 0.12 0.01 0.27 –0.03 0.20 0.22
(2.55) (0.47) (1.02) (0.03) (2.50) (0.22) (1.78) (1.03)

(Annex Table 3 Contd)

6. All estimations have been done using software WinRATS Pro 8.2 and CATS 2.0. 
7. When real world GDP is used as indicator of external demand in lieu of real world 

exports, the null of no cointegration cannot be rejected for the 1980–2008 sample period. 
The null hypothesis is however rejected for the extended sample (1980–2012) as well as for 
the quarterly sample (1996:2–2008:1) . 
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(Annex Table 3 Contd)

Short-run ECM model

DLEXPQ DLREER DLEXPQ DLREER DLEXPQ DLREER DLEXPQ DLREER

dlrEEr(–1) 0.41 0.26 0.22 –0.10 0.24 0.61 0.12 0.58
(1.86) (1.19) (1.42) (0.38) (2.04) (3.89) (1.04) (2.77)

dlEXpQ(–2) 0.25 –0.26 –0.10 –0.58
(1.55) (1.59) (0.83) (2.73)

dlrEEr(–2) 0.72 –0.45 0.27 –1.22
(2.84) (1.79) (1.12) (2.97)

dlWEXpr 1.08 –0.14 0.76 –0.44 0.40 0.37 0.38 0.01
(4.12) (0.53) (4.02) (1.35) (2.18) (1.48) (1.93) (0.03)

dloIlr 0.03 0.00 0.02 0.00 0.02 0.00
(3.51) (0.14) (3.55) (0.01) (2.50) (0.09)

dlWEXpr(–1) –0.86 –0.01 0.00 0.42 –0.52 0.00 –0.44 –0.18
(2.80) (0.02) (0.00) (1.19) (2.98) (0.00) (2.55) (0.56)

dloIlr(–1) –0.02 0.02 –0.03 0.02 –0.02 0.00
(2.17) (1.31) (3.42) (1.62) (2.81) (0.25)

dlWEXpr(–2) –0.31 0.44 0.37 0.67
(1.02) (1.49) (2.02) (2.12)

dloIl(–2) 0.01 0.03
(1.38) (1.74)

dum85 –0.14 0.01 –0.11 –0.02 –0.12 0.00
(4.48) (0.22) (3.98) (0.51) (4.14) (0.04)

dum95 0.13 0.18 0.17 –0.03 0.18 –0.07
(2.76) (2.10) (5.82) (0.84) (5.87) (1.15)

dum97 –0.13 0.07 –0.11 0.05 –0.12 0.07
(2.82) (0.83) (3.15) (1.05) (3.41) (0.98)

Serial 
correlation @

0.41 0.26 0.07 0.69

arcH @ 0.53 0.50 0.24 0.43 0.56 1.00 0.32 0.61
normality @ 0.83 0.19 0.74 0.40 0.99 0.22 0.91 0.05
r2 0.58 0.27 0.90 0.49 0.88 0.66 0.87 0.40
Var lags 3 3 2 2
pV (r=0) 0.02 0.04 0.05 0.05
pV (r=1) 0.21 0.89 0.47 0.41

Source: authors’ estimates.
notes: Sample period for the estimation is 1980–81 to 2007–08.
Variables are defined as follows: EXpQ = quantum index of India’s exports; WEXpr = world real exports 

(nominal exports, deflated by unit export values); oIlr = India’s real oil exports (nominal oil exports divided 
by international crude oil prices); rEEr = real effective exchange rates compiled by rBI (36-currency export 
weighted), oEcd and Imf, respectively.

dum85, dum95 and dum97 are dummies for 1985–86, 1995–96 and 1997–98, respectively.
pV (r=0) and pV (r=1) give p-values (Bartlett-corrected) for the null of no and one cointegrating vector, 

respectively.
@: p-values for the null hypotheses of no serial correlation, no conditional heteroscedasticity and normality 

of residuals.
figures in parentheses are t-statistics.
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exPOrTs: QUarTerly esTiMaTes

Moving to the post-reforms sample (1996–97 to 2007–08) and using quar-
terly data,8 we observe some differences. First, the elasticity with respect to 
external demand (proxied by world exports) is in a range of 1.6–1.9 across 
alternative estimates, somewhat higher than the annual estimates as shown 
in Annex Table 4. The elasticity with respect to world GDP, as an indicator 
of external demand, is as expected higher at 2.6–3.6. Second, the coefficient  
on REER is sensitive to the choice of the REER and inclusion of oil exports. 
With REER-RBI, the (absolute) coefficient is more than unity and significant 
when oil exports are included. With REER-OECD and IMF, the (absolute) 
coefficient is more than 1.6 and is statistically significant only when oil 
exports are excluded. Third, the results for overall exports are broadly true 
for exports of major categories of manufactured products (chemicals, manu-
factures, and machinery). The income elasticities range from 1.5 to 2.8 (with 
respect to world exports) and 2.9–5.1 (with respect to world GDP) for these 
three categories of exports. For the sub-group “manufactured goods clas-
sified chiefly material” (comprising exports of leather, textile yarn, textile 
fibers, made-up articles of textile yarn, non-metallic minerals, iron and steel, 
non-ferrous metals, and manufactures of metals), the elasticity of exports 
with respect to the REER is 1.6–3.8 across the various REER indicators. 
For exports of machinery and transport equipment, the price elasticities are 
2.4–3.3 for the OECD and the IMF indicators, but are wrongly signed for 
the RBI’s REER measure. Finally, for the “chemicals and related products” 
sub-group, the exchange rate elasticity is 1.7–2.9 for the OECD-IMF indica-
tors, but is not significant (although correctly signed) for the RBI’s REER 
measure. The regression diagnostics for the short-run model are satisfactory 
for most of the specifications, barring some issues with the normality of 
residuals for the “chemicals and related products” sub-group.

As a robustness check, given the small sample size, Annex Table 5 pre-
sents estimates for overall exports based on the Dynamic Ordinary Least 
Squares (DOLS) approach. Given the sensitivity of results to lags and the 
sample period, the table presents results for the baseline model (i.e., with-
out including oil exports) for one and two leads and lags in the DOLS and 
also for rolling samples starting the second quarter of 1996 (the effective 
sample period begins the quarter ended December 1996 given the lags). The 
estimates based on the DOLS approach with one lead and lag are broadly in 
line with those from the Johansen–Juselius methodology.

8. These results are based on DGCI&S’ quantum index of exports available for quarter-
end months.
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iMPOrTs

As regards the domestic activity variable, industrial GDP is found to be a 
better indicator vis-à-vis overall GDP, reflecting the tilt of the commodity 
composition of imports toward industrial raw materials. The null hypothesis 
of one cointegrating vector cannot be rejected. The long-run coefficients 
are on the expected lines and are statistically significant. Annex Table 6 
shows that income elasticity of imports with respect to domestic industrial 
GDP turns out to be around 1.55 in all the cases. The coefficient on the 
REER ranges from 0.19 to 0.42 and, as in the case of exports, is higher for 
the RBI-REER. The short-run dynamics indicate that the ECM terms are 
correctly signed and, both the variables—imports and REER—adjust to the 
deviations from the equilibrium.

Annex 4: Determinants of Gold Imports

In view of the significant jump in gold imports, we empirically assess the 
role of the potential determinants—gold prices, domestic inflation, domestic 
interest rates, currency movements, and returns on other assets—highlighted 
in previous studies (RBI 2013a; Starr and Tran 2008; Vaidyanathan 1999). 
Using monthly data from April 2004 to December 2012—the period selection 
is governed by availability of monthly data on the value of gold imports—the 
following alternative specifications are estimated. The first uses nominal 
variables augmented by domestic price variables (equation 1) and the second 
uses the real variables (equation 2):

MGt = a + trend + b. ∆LPGt + c.∆LPt + d.RNt + e. ∆LBSEt + f. ∆Et + ut (1)
MGt =  a1 + trend + b1. ∆LPGRt + d1.RRt + e1. ∆LBSERt + f1. ∆ERt  

+ ut (2)

Here ∆L is the first difference of log terms of the variables and the vari-
ables enter in the first difference as they turn out to be stationary.9 MG is 
the volume of monthly gold imports, PG is the local-currency gold price, 
P is domestic prices (measured by WPI or CPI), RN is the nominal deposit 
interest rate, BSE is Bombay Stock Exchange (BSE Sensitive) index, E is 
the exchange rate (Rupees per US dollar), PGR is the local-currency gold 
price in real terms, RR is the real deposit interest rate, BSER is the real BSE 
index, and ER is the real exchange rate. The real variables are obtained by 

9. Augmented Dickey–Fuller (ADF) tests indicate that the null of unit root cannot be 
rejected for the level series (other than monthly imports and WPI), but can be rejected at the 
5% level of significance for their first-differences. 
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deflating the nominal variables with either WPI or CPI in the respective 
specifications. The real interest rate is computed as the nominal deposit 
rate less y-o-y WPI (or CPI) inflation. Monthly dummies are included to 
capture seasonality. A trend term is also included, as a proxy for higher 
incomes over the time period, which could have a positive impact on demand 
(Vaidyanathan 1999); however, Starr and Tran (2008), in their panel study, 
find a negative relationship between recent income growth and gold demand, 
but a positive impact of income volatility on gold demand.

In all, four specifications are estimated as shown in Annex Table 7: 
columns 2 and 3 estimate equation (1) for CPI and WPI, respectively. 
Correspondingly, columns 4 and 5 estimate equation (2) for the real vari-
ables (nominal variables deflated by CPI and WPI, respectively).10 All the 
specifications have relatively good explanatory power and the regressions 
diagnostics are satisfactory.

A N N E X  T A B L E  7 .  Determinants of Gold Demand

Explanatory 
variable

Dependent variable: Monthly gold imports (LMG)

Sample Period

2004:4–2012:12 2004:4–2012:12 2004:4–2012:12 2004:4–2012:12

1 2 3 4 5

constant 1.77 1.73 1.79 1.76
(5.14) (4.98) (4.77) (4.83)

TrEnd 0.00 0.00 0.00 0.00
(3.83) (4.25) (3.01) (3.47)

lmG(–1) 0.25 0.24 0.34 0.31
(3.86) (3.67) (5.18) (4.54)

dlpG –6.24 –6.43
(8.39) (8.62)

dlpG(–3) –1.05 –0.99
(1.55) (1.45)

dlpG(–4) 1.23 0.91
(1.76) (1.33)

dlpG(–5) 1.56 1.61
(2.19) (2.24)

dlpG_r –6.39 –6.77
(8.42) (8.99)

dlpG_r(–3) –1.33
(1.86)

dlpG_r(–5) 1.82 1.45
(2.40) (1.95)

(Annex Table 7 Contd)

10. The equations are estimated with six lags of each variable and the insignificant vari-
ables are excluded using the STWISE command in WinRATS.
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Explanatory 
variable

Dependent variable: Monthly gold imports (LMG)

Sample Period

2004:4–2012:12 2004:4–2012:12 2004:4–2012:12 2004:4–2012:12

1 2 3 4 5

dlcpI{1} 6.84
(1.83)

ddraTE{1} 0.26 0.20
(1.79) (1.38)

ddraTE{2} 0.43 0.46
(3.13) (3.27)

ddraTE_r{2} 0.08
(2.39)

dlBSES{4} 0.58 0.77
(1.38) (1.86)

dlBSES_r{4} 0.74
(1.70)

dlEXcH –2.58 –1.92
(1.81) (1.38)

dlEXcH_r{1} –1.94
(1.39)

dlEXcH_r{5} –3.21 –3.48
(2.12) (2.49)

dum2006m6 –1.63 –1.65 –1.64 –1.63
(5.62) (5.61) (4.95) (5.05)

r-bar2 0.68 0.67 0.62 0.63
dW 2.07 2.10 2.16 2.00
White test 0.52 0.53 0.34 0.65
JB test 0.47 0.46 0.68 0.58
lB-Q test 0.28 0.27 0.16 0.18

Source: authors’ estimates.
notes: mG = monthly gold imports; pG = price of gold in rupees; 
cpI = consumer price index; WpI = Wholesale price index.
pG_r = price of gold in rupees deflated by cpI (column 4) and WpI (column 5).
BSES = Bombay Stock Exchange Index (BSE-30); EXcH = Exchange rate (rupees per uS dollar)
prefix dl stands for log difference.
ddraTE = Variation in deposit rate; ddraTEr = Variation in real (cpI-adjusted) deposit rate; 
dlEXcH_r = exchange rate depreciation less cpI inflation (col. 4) and WpI inflation (col. 5)
figures in parentheses are t-statistics.
White test = significance level (p-value) for White test for the null of homoskedasticity of residuals.
JB test = significance level (p-value) for Jarque-Bera test for the null of normality of residuals; 
lB-Q test = significance level (p-value) of Box-pierce-ljung Q-statistic for the null of no residual 

autocorrelation for 6 lags.
Sample period for regression is april 2004–december 2012 and the regressions include monthly dummies.

(Annex Table 7 Contd)
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Comments and Discussion

Shankar Acharya 
ICRIER

The paper by Kapur and Mohan (henceforth KM) provides an informa-
tive and thoughtful review of the deterioration in India’s macroeconomic 
performance since the global financial crisis of 2008–09 (which KM dub 
the North Atlantic Financial Crisis) and up to the summer of 2013. It adds 
the welcome dimension of placing India’s performance in the context of 
overall macro performance of other major developing countries. However, 
for a paper presented in mid-July 2013, it is surprisingly muted, almost 
soothing, on the evolution of the serious crisis in the Indian economy that 
had clearly unfolded by then.11 How else would one describe a situation 
where economic growth had collapsed, industrial output had stagnated for 
two years, jobs were being shed, consumer inflation was close to 10% for 
the fifth consecutive year, the current account deficit (CAD) in the balance 
of payments was nearly 5% of GDP by 2012–13, investment was fleeing 
abroad, external debt maturing in fiscal 2013–14 exceeded US$170 billion, 
and the rupee was depreciating rapidly, touching new lows (or highs against 
the US$!) each week?

The paper is also somewhat reticent in drawing pointed attention to the 
major policy errors of the United Progressive Alliance (UPA) government, 
which had been mainly responsible for engendering this sorry state of India’s 
economic affairs. In this brief comment I will outline five key policy errors 
(out of a long list), which not only helped precipitate the crisis but also made 
it difficult to bring about any swift recovery.

Before doing this, I must point out one conspicuous dimension which is 
missing from KM’s macroeconomic review, namely, employment. This is 
a particularly striking omission when one recalls that the father of modern 
macroeconomics, John Maynard Keynes, was motivated in his seminal 
work principally by the high and persisting unemployment in the 1930s 
in the United Kingdom and other industrial nations. Admittedly, there are 
big problems with India’s employment data. But it would still have been 

11. For more critical reviews of macroeconomic developments, see Acharya (2012a, 2012b).
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useful to use the available information to outline trends, especially given that 
India’s much touted demographic dividend is in serious danger of turning 
into a major unemployment/underemployment disaster. Let me now turn to 
the government’s major policy errors.

Fiscal Blowout of 2008–09

In the six years to 2007–08 the combined (Centre and states) fiscal deficit 
had been brought down from nearly 10% of GDP to 4%. This remarkable 
fiscal consolidation was squandered in the single, pre-election year of 
2008–09 when the combined deficit (inclusive of off-budget items) leapt to 
over 10% of GDP. The Central government budget deficit target of 2.5% of 
GDP, presented by the Finance Minister, Mr P. Chidambaran, in February 
2008, was massively overshot in the course of the year to yield an outcome 
of 8.2% of GDP (including off-budget items), easily the biggest overshoot-
ing in India’s history. Although later it was rationalized as “fiscal stimulus” 
to counteract the global crisis, in fact, the great bulk of the overshooting 
occurred before the Lehman crisis of September 2008, mainly in the form 
of pay increases, subsidy hikes, and MGNREGA rollout.

This unprecedented splurge of fiscal profligacy may indeed have cush-
ioned the fall-out from the global crisis for a year or two. But the composi-
tion of the huge expenditure hikes (mainly government pay, subsidies and 
entitlement programs) made subsequent retraction politically difficult. As 
a result, the persisting high fiscal deficits since 2008 have fuelled the long 
bout of inflation, kept interest rates high, reduced public savings, and fed 
the rising CAD.

Exchange Rate Mismanagement since 2009

Although senior government spokesmen tended, in 2013, to project India’s 
external deficit pressures as a recent problem, in fact, the CAD had been 
consistently above the Prime Minister’s “safe benchmark” of 2.5% of GDP 
since 2009–10, and rising to 4% of GDP in 2011–12 and 2012–13. This meant 
that by summer 2013 that we were in the fifth year of a dangerously high 
CAD. A significant contributory factor had been the authorities’ (government 
plus RBI) shift, since the Spring of 2009, to a relatively “hands-off” policy 
toward the rupee’s exchange rate. So when capital inflows recovered after 
2009, the rupee was allowed to appreciate strongly in 2009 and 2010, despite 
a sharply rising CAD. This is borne out by most indices of real effective 
exchange rates, as KM point out. The authorities would have done better 
to have followed the well-tested, pre-2008 policy of limiting appreciation 



286 Ind Ia  pol Icy  forum,  2013–14

and building reserves through dollar purchases by the RBI, accompanied by 
calibrated sterilization policies. The failure to do this led to an overvalued 
rupee, which weakened India’s international competiveness and helped fuel 
the pattern of rising external deficits that culminated in extreme external 
liquidity pressures and steep depreciation of the rupee in summer 2013.

The Supply Shocks of 2010–12

These were multiple, all reflecting policy and governance weaknesses. They 
include the sudden and damaging tightening of environmental regulations in 
2010; the eruption of serious scams in 2G telecom spectrum allocation, coal 
block allocations, and various land scams (all with roots in earlier years), and 
their debilitating aftermaths in the impacted sectors; the sweeping judicial 
restraints on iron ore mining in Karnataka and Goa; the fiasco of missing 
coal and gas supply for many thousand megawatts of freshly completed 
power projects; the anti-investment, retrospective tax measures of the 2012 
budget; and the generalized “policy paralysis” in regard to activation, com-
pletion and clearances of major projects. All these supply problems reduced 
production, investment and growth and some also directly hurt the external 
balance, as in the case of coal and iron ore.

While each of these supply-side problems had distinct characteristics and 
policy histories, together they constituted a major (and persisting) supply 
shock to the Indian economy and seriously undermined the business climate.

The Neglect of Manufacturing

In a more medium-term framework, and in marked contrast to the great 
majority of emerging nations, the share of manufacturing in GDP has 
stagnated at around 15–17% for decades in India. While the problem is 
long-standing, the failure to enhance the share during the past decade was 
a significant contributory factor in the current economic crisis. During the 
high growth period, from 2003 to 2011, services (including construction) 
accounted for well over 70% of all growth, while industry (essentially manu-
facturing and mining) accounted for less than 20%. This lopsided pattern 
could not sustain high growth for long, and has not done so once services 
expansion started to flag. The major policy impediments to industrial growth 
have been unreformed rigidities in the labor market, growing impediments to 
land acquisition (now enshrined in the cumbersome new Land Acquisition 
Act), and the continuing weaknesses in infrastructure, especially power, 
roads, railways, and ports. Slow industrial growth has led to limited growth 
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of jobs for low-skilled labor and a steady widening of the merchandize trade 
deficit, which, in turn, widened the CAD.

More generally, the prolonged drought in economic reforms since 2004 
probably has had a cumulatively negative impact on overall productivity 
growth in all major sectors of the economy.

Food Grain Procurement and Distribution Policies

Five consecutive years of double-digit consumer price inflation has been a 
new and unwelcome development in India. Aside from the persistence of 
high fiscal deficits, major supply shocks and, perhaps, an overly accom-
modative monetary policy, the last few years have seen a strong pattern of 
rising government minimum support prices for food grains (wheat and rice) 
combined with high levels of government procurement, highly subsidized 
food entitlement distribution through an inefficient public distribution system 
and a reluctance to undertake open market sales of very high excess food 
stocks. The result has been that the government has, in effect, become the 
largest hoarder of food grains, thus contributing to the rise in food prices 
and, possibly, rural and urban wage inflation.

Outlook

In their concluding section, KM seem to be fairly optimistic on reviving 
growth and restoring macroeconomic stability. They say “the structural 
drivers of growth—the favorable demographics and the high savings and 
investment rates—are broadly intact.” As I have pointed out, where labor 
demand is not buoyant, it is hard to reap a demographic dividend from bur-
geoning labor supply. As for high investment and savings rates, these are 
already trending down in a context where the returns, in the form of growth, 
are not happening. Much of the high investment reflects a huge backlog of 
unfinished or stalled projects; thus fresh investments may be less forthcom-
ing, especially in a difficult business climate. Moreover the simultaneous 
existence of low growth and high investment is also due to the worsening of 
economic policies in recent years, some of which may not be easy to reverse. 
Restoring fiscal balance will also be challenging, given low buoyancy in 
revenues, the enduring legacy of expanded entitlement programs (and  
associated subsidies), and the rising claims for capital infusions from highly 
stressed public sector banks. With existing infrastructure companies highly 
leveraged, it is difficult to see how the extant infrastructure bottlenecks will 
be swiftly resolved.
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In sum, a recovery in growth, lower inflation, and better macro balances 
are likely to be slower in coming and harder to achieve than KM suggest. 
The damage from bad economic policies of the last few years will take time 
to reverse.

Vijay Joshi 
University of Oxford

The purpose of the Kapur–Mohan paper is to (a) explain the main features 
of India’s recent adverse macroeconomic experience (marked slowdown in 
growth, large CADs, inflation well above the target), (b) assess the extent 
to which macroeconomic policy was responsible for these unsatisfactory 
outcomes, and (c) suggest how macroeconomic policy should be managed 
in future.

Growth Slowdown

My argument in this section is based on Tables 1 and 6 in the paper.
Unsurprisingly, in 2008/09, the year in which the global credit crisis 

exploded, India’s growth rate fell to 6.7%, that is, two percentage points 
below the annual average of the previous five years. It then rebounded 
to almost 9% a year in the following two years (2009/10 and 2010/11) 
but fell back sharply to around 5.5% in the following three years 
(2011/12–2013/14).12

The authors have two explanations for the slowdown from 2011/12 
onward. First, they argue that it was the result of the withdrawal of accom-
modative monetary and fiscal policies, which were implemented during the 
2008/09 crisis and kept in place for the following two years. But this, as they 
recognize in their section on “Quantifying the Growth Slowdown,” cannot 
explain much because real monetary tightening from 2011/12 was quite 
mild, and fiscal consolidation was also very modest. The main explanation 
for the slowdown is clearly the large fall in corporate investment in 2011/12 
and its failure to revive thereafter.13 (National accounts figures for corporate 
investment are not yet available after 2011/12 but all informal indicators 
point to such non-revival.) How is this fall to be explained? Let us adopt 
the term “gap” to denote the difference between investment and saving. The 

12. GDP is expected to grow in 2013/14 by around 5%.
13. Note that corporate investment collapsed in 2008/09 but recovered during the high-

growth years of 2009/10 and 2010/11. 
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authors’ second explanation for the slowdown is that corporate investment in 
2011/12 was “crowded out” by a rise in the public sector “gap.” As it hap-
pens, the rise in the public sector “gap” in 2011/12 is too small to explain the 
magnitude of the fall in corporate investment.14 The authors appear to have 
a slightly different hypothesis in mind. In their view, the fall in corporate 
investment in 2011/12 was a delayed effect of the rise in the public sector 
gap in earlier years. (These earlier years must refer to 2008/09 and 2009/10, 
since the public sector “gap” fell in 2010/11.)15

This “lagged crowding out” hypothesis faces a serious problem. There is 
no explanation of the underlying theory or lag structure. Moreover, there is 
an obvious competing explanation of the slowdown that the authors make 
no attempt to evaluate. This more plausible causal story would start with 
an autonomous fall in corporate investment and in the corporate “gap” in 
2011/12. To cushion the resulting slowdown, fiscal consolidation was put 
on hold, so the public “gap” rose. Since there was accompanying high infla-
tion, household financial savings fell and the household gap increased. The 
sum of the rise in the public and household “gaps” outweighed the fall in 
the corporate “gap,” so the foreign “gap,” that is, the CAD, rose. I find this 
story much more plausible.

This alternative story needs an explanation of the “autonomous” decline 
in corporate investment. In my view, two factors were important. One of 
these the authors completely ignore, the other they underplay. The fac-
tor they ignore altogether is that corporate investment was hobbled by an 
overhang of debt. This arose from heavy borrowing (financed by debt, not 
equity) by corporates in the go–go years of 2003/04–2007/08. When the 
boom burst in 2008/09, companies continued borrowing to complete their 
unfinished projects but they became progressively more weighed down with 
debt. Eventually, the need to deleverage prompted the cancellation or post-
ponement of new investment.16 There is a second explanation for the drop 
in corporate investment in 2011/12 and thereafter. The authors do mention 
it briefly, in passing, but it is far more important than they make out. This 
is the souring of the investment climate that occurred because of various 

14. Moreover, the causality could be quite different. The identity public gap + corporate 
gap + household gap = foreign gap (i.e. the current account deficit) is just that, an identity. It 
is compatible with a different causal story in which the leading factor is the fall in corporate 
investment, and public sector investment and saving play a passive role, as explained in the 
main text later.

15. Readers will notice that I have tried to tell the authors’ story with more attention to the 
precise timing than they do themselves.

16. See Reserve Bank of India (2012) and Nagaraj (2013).
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significant governance failures. From 2010, the government got mired in 
various scams, such as those in telecom and mining. The exposure of these 
was a good thing for the future of Indian democracy but the short-term 
economic effects were unhelpful. Output of critical materials was adversely 
affected (for example mine closures ordered by the Supreme Court led to 
a huge fall in the output of iron ore). The government entered a period of 
policy paralysis, ministers and civil servants became excessively cautious 
and unwilling to make decisions, and many projects, which required gov-
ernment clearances, came to a standstill. The spate of scandals heightened 
public sensitivities over land acquisition and environmental impacts. But 
the government was not able to put in place speedy and fair systems to deal 
with these issues, so investments were held up. On top of all this, the gov-
ernment shot itself in the foot by various silly initiatives like retrospective 
taxation of some foreign companies. The net effect of all this was that the 
risk premium on investment went up sharply.17

Which is the more plausible story: One that accords prime place to crowd-
ing out by the public sector or one that accords prime place to the effects of 
a debt overhang and an adverse change in the expected rate of profit on new 
investment (Keynes would have called it “a fall in the marginal efficiency 
of capital”)? The authors advance the “crowding out” story; I much prefer 
the alternative story. The main point is that the authors make no attempt to 
discriminate between these two explanations.

As regards restoring rapid growth, the authors have little to say apart 
from advocating fiscal consolidation. While the latter is indeed a crucial 
medium-run requirement, it is far from sufficient as a recipe for re-igniting 
growth in the short run, if the above analysis is correct.

Widening of External Imbalance

I have no quarrel with the list of usual suspects identified in the paper to 
explain the pronounced widening of the CAD in 2011/12 and 2012/13: 
sluggish global demand, high world commodity prices, domestic supply 
constraints, shift toward gold in household savings, and appreciation of the 
real exchange rate in earlier years. How do they rank in relative importance? 
In my view, the authors underplay the importance of the real exchange rate.

Their views are in part guided by econometric exercises that estimate 
income and price elasticities of demand for exports. As one would expect, 

17. The investment climate was also adversely affected by macroeconomic concerns such 
as the continuing high inflation and the worsening current account deficit. 
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they find an income elasticity of demand for exports greater than 1. But they 
come up with price elasticities of demand that are less than 1, not only in 
the short run but also in the long run, in the model with annual data (albeit 
somewhat higher in a quarterly disaggregated model over a shorter time-
period.) Like many such estimates, theirs are unconvincing. This is because 
they are based on single-equation models, which mix up demand and supply. 
Robust elasticity estimates can only come out of a structural model in which 
export demand and export supply equations are estimated in a simultane-
ous equation framework. In my book on India’s macroeconomics with Ian 
Little, we estimated such a model for the period 1960–90.18 Across a wide 
range of specifications, we found the short-run price elasticity of demand 
to be greater than 1, and the long-run elasticity to be around 3, with more 
than 80% of the long-run effect coming through within two years. (But these 
estimates are now quite old and need to be updated.)

The importance of this point for recent Indian experience is that, in my 
judgment, the RBI made absolutely the wrong call on exchange rate policy 
for two years from August 2009 to August 2011. During this period, capital 
inflows were strong but the RBI abandoned its traditional policy of manag-
ing the exchange rate, and allowed the rupee to find its level in the foreign 
exchange market without any intervention. The rupee rose and the real 
effective exchange rate appreciated by around 10% (regardless of which 
index is chosen: RBI, BIS, IMF), and remained at that level for two years. 
Thereafter, the exchange rate fell but by then the damage had been done. 
The “strong rupee” played a major role in the export slowdown and import 
surge of 2011/12 and 2012/13, and the consequent widening of the CAD to 
well above 4% of GDP.

Inflation

The authors’ discussion of inflation is curiously narrow and restricted to 
monetary policy. I agree with their argument that in contrast to much popular 
commentary, monetary policy was highly accommodative in the face of rapid 
inflation until well into 2011/12. (At first, the real policy rate of interest fell; 
then it rose but only in the sense of becoming somewhat less negative.) It is 
only in 2012 that monetary policy became moderately restrictive, so it is not 
surprising that inflation proved to be so stubborn. This is correct, but there 
is more to the persistence of inflation than the timing of monetary policy. 
Two factors deserve special mention. First, government intervention in the 

18. See Joshi and Little (1994) for more details.
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food market has been inept. Procurement prices for cereals were raised an 
astonishing 75% from 2007 to 2011. At the same time, the government 
showed marked reluctance to unload its huge food stocks to moderate food 
prices. Second, indexation mechanisms are stronger than they used to be 
due to the indexation of wages in the NREGA program. (This scheme is 
important way beyond the number of workers employed under its aegis, 
because it sets a rising floor to rural money wages.) In turn, this makes it 
easier for inflationary expectations to get entrenched. It is notable that rural 
farm money wages grew 17% a year from 2008 to 2012.

Stronger formal and informal indexation mechanisms (large revisions 
of procurement prices, indexation of NREGA wages, more generous pay 
commission awards, in addition to dearness allowance revisions of wages 
in organized industry) have important implications for future policy. They 
imply that (a) the traditional policy of avoiding contractionary monetary 
policies during droughts, and simply waiting for a better harvest, is much 
less likely to work in future and (b) the output cost of bringing inflation 
down may be greater in the future than it was in the past. In other words, 
India will probably face a much sharper short-run trade-off between infla-
tion and growth than hitherto.

The new inflation environment has brought into focus the question 
“Should India adopt inflation targeting?” The authors’ discussion of this 
critical issue is cursory and rather superficial.

Fiscal Policy

I have no quarrel with the authors’ view that the fiscal stimulus was with-
drawn too late after 2008/09 and that its composition was defective. But 
fiscal consolidation, as pointed out earlier, is not enough to revive growth.

I also agree with the authors that, in the medium run, fiscal consolidation 
is imperative. But the challenge is bigger than the authors make out. Since 
2008, the ratio of government debt to GDP has fallen somewhat, because 
of high inflation. Past experience shows that nominal interest rates on gov-
ernment debt are quite sticky. When inflation is brought under control, the 
real government borrowing rate will rise. That will make it harder to reduce 
the debt ratio. A connected point is that the interest rate on government 
borrowing is artificially low due to statutory state capture of bank lending 
(i.e., “financial repression”). This practice needs to be unwound because it 
keeps deposit rates too low for savers and the cost of borrowing too high 
for companies. But when it is unwound, the government borrowing rate will 
rise. So, the true debt position today is worse than it appears. To reduce it 
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to safe levels, medium-term fiscal adjustment will have to be sharper than 
generally recognized.

The Boom of 2003–08

Another shortcoming of the paper is that the authors follow the general 
tendency of regarding the period of 2003/04–2007/08 as a model of good 
policy. This is not quite right. The good outcomes during this phase were, to 
a significant degree, due to favorable conditions such as a strong tail-wind 
from the world economy and the absence of food or oil shocks. Policy was 
not as good as it is often cracked up to be. Several points are noteworthy: 
(a) During this period, there were large annual net capital inflows of up to 
10% of GDP. These were taken into foreign exchange reserves, with only 
modest exchange rate appreciation. As a result, broad money and bank 
credit expanded at a very rapid rate, and the resulting monetary overhang 
contributed to inflation later on. More aggressive sterilization of the inflows 
would have helped. (b) Apparently, fiscal consolidation made large strides: 
the overall (i.e., Center + States) fiscal deficit fell from 9% to 4% of GDP 
over the period. But the improvement in the cyclically adjusted deficit was 
surely far less. Fiscal adjustment should have been sharper during what was 
a period of above-trend growth. (c) Companies borrowed like there is no 
tomorrow, with dire results later on. This suggests that monetary and credit 
policies should have been tougher. (d) The period was characterized by little, 
if any, genuine supply-side reform. This paved the way for a reduction in 
the potential rate of growth in due course.

General Discussion

Surjit Bhalla liked the approach used in the paper to distinguish between 
domestic and external influences on the economy and he agreed with the 
conclusion that India’s recent economic problems are very much of its own 
creation. However, he thought that evidence of a relationship between the 
fiscal deficit and inflation was lacking. Similarly, he could find little evidence 
of a link between interest rates and either public or private saving.

T. N. Srinivasan argued that it was difficult to evaluate the policies 
without a model in which a counterfactual could be developed. Without 
one, the authors were essentially waving their hands. He wanted the paper 
to be more explicit about the structure of the underlying macroeconomic 
model. Furthermore, he believed that the growth slowdown predated the 
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global financial crisis in the fall of 2008, and that it was due to long-
standing problems such as the CAD and a long list of governance failures. 
During the global crisis, the primary shock was the drop in exports, and 
he did not believe that monetary easing was an appropriate offset in those 
circumstances.

Prema-chandra Athukorala argued that the export slowdown could be 
traced to demand factors. India’s share in exports from developing countries 
is declining, and India’s export slowdown is more pronounced than that of 
China and other East Asian countries. He believed that the primary problem 
was that the policy reforms had not made India an attractive location as a 
production node within the regional production network that has developed 
in East Asia. In particular, India’s policy reforms have not attracted export-
oriented FDI. Thus, among the supply-side issues is the question of why 
investors have not come to India.

Govinda Rao applauded the timeliness of the paper’s focus on mac-
roeconomic issues but he thought that they were dominated by the fiscal 
challenge and that within the fiscal area the problems were concentrated in 
the growth of subsidies and transfers. Devesh Kapur added that the elections 
of 2008 had to be part of the story because of the additional fiscal spending 
that they induce. The same problem has been predicted to rise in 2014. He 
also argued that there was a fundamental lack of public trust in the govern-
ance system as reflected in Indian households investing in gold and Indian 
corporations expanding their investments outside India. Anupam Khanna 
was concerned about an excessive government focus on attracting foreign 
capital. Much of the capital inflow has been short term in nature and could 
easily be reversed in the future. He thought there were similar time bombs 
associated with domestic capital investments that could also generate pres-
sures for investors to exit.

Mihir Desai agreed with Vijay Joshi’s emphasis on developments in the 
corporate sector to account for the slowdown in industrial production and 
investment. In addition, he thought that it was possible to see the period of 
2003–08 could be seen as being anomalous, instead of as a benchmark for 
sustainable growth. It occurred against the backdrop of a debt-ridden global 
economy, and large capital inflows into India that spurred domestic invest-
ment. Thus, the baseline for expected future growth should be scaled down 
to a rate well below that of 2003–08. Surjit Bhalla disagreed and thought 
that the experience during those years was very much in line with that of 
countries that experience sustained growth expansions.

Renu Kohli pointed out that interest rates were abnormally low in 2010 
and 2011, and the low borrowing costs encouraged the rise in government 
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spending. Shankar Acharya thought that both fiscal and monetary stimulus 
were appropriate responses to the global crisis, but that the composition 
of the fiscal stimulus was wrong and it proved difficult to reverse. He also 
disagreed with allowing the exchange rate to appreciate during the period.
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1. Introduction

In spite of mixed experiences (e.g., Adato et al. 2005; Mansuri and Rao 
2013), people’s participation and social accountability (e.g., Joshi and 

Houtzager 2012) as mechanisms to foster transparency and improve public 
program delivery in developing countries are, once more, in vogue. In the 
public work projects implemented under India’s largest program to date, the 
Mahatma Gandhi National Rural Employment Guarantee Act (MGNREGA; 
Government of India 2005), “social” audits have been made mandatory. The 
responsibility for audit implementation is vested with gram sabhas (p. 9, 
Section 17, I and II of the Act), which are plenary meetings of adult resi-
dents of gram panchayats (GPs) (village councils). The Act thus empowers 
intended beneficiaries to scrutinize program expenditures and to monitor 
and keep track of program delivery.1

Without sufficient institutional support, however, the expectation that 
beneficiary-led audits should spontaneously arise is unsustainable. Inspired 
by the civil rights movement spearheaded by the Mazdoor Kisan Shakti 
Sangathan (MKSS)2 in Rajasthan and other similar initiatives, the state 
government of Andhra Pradesh (AP) responded swiftly to this weakness in 
the Act (Aiyar et al. 2013). The early establishment of a pilot audit scheme 
was followed by the first steps toward a full institutionalization of the social 
audit process in the state (ibid.). By November 2007, social audits had been 
implemented in 400 of AP’s 650 MGNREGA Phase-I sub-districts, a record 
no other Indian state can match (Aakella and Kidambi 2007).3

The AP social audit model is perceived as successful both within and 
beyond India’s borders (Subbarao et al. 2013). The scaling up of this model 
to other Indian states makes it pertinent to distil lessons about what these 
affordable audits have been able to achieve so far.4 To the best of our 
knowledge, this is the first attempt to rigorously assess the impacts of a 

1. In a study of Food for Work Programs in three districts of AP, predating MGNREGA, 
Deshingkhar and Johnson (2003) highlight the democratic deficiencies of gram sabhas. 

2. Translated into English, MKSS is short for the Association for the Empowerment of 
Workers and Peasants.

3. This first phase implementation of MGNREGA started in February 2006 and targeted 
the 200 poorest districts in the country. 

4. The cost of social audit implementation in AP has been low, absorbing between 0.5 and 
1% of annual MGNREGA expenditure. The Ministry of Rural Development, Government 
of India, issued a circular to all state governments in 2012 earmarking up to 1% of annual 
MGNREGA expenditure for social audits.
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large-scale community monitoring initiative in India. By highlighting the 
strengths and shortfalls of AP’s unique social audit experience, our aim is 
to improve effectiveness of community monitoring in AP and elsewhere.

The ideal design for identifying the causal effect of social audits on pro-
gram delivery would be to randomize social audit implementation. Since 
the social audits in AP were not rolled out randomly, districts where social 
audits were conducted early may have had more (or fewer) program failures 
than districts audited later on. Comparing MGNREGA outcomes between 
early and late social audit recipients could therefore distort estimates of 
audit impacts.

In this paper we adopt the next best strategy by resorting to a panel data 
set assembled through meticulous extraction and translation of informa-
tion from original social audit reports. The panel covers the years 2006–10 
and comprises official data from up to three rounds of social audits from 
an initial sample of 300 GPs in eight districts of AP. Our analysis focuses 
on whether program performance measured by irregularities in program  
implementation—the immediate concern of social audits as well as employ-
ment and program expenditures—is affected by additional audits within the 
same sub-district over time.

Among these performance indicators, we prioritize outcomes that relate 
directly to malpractices and irregularities that speak to widespread concerns 
about leakages and corruption in large public programs in India.5 In addition, 
data on the local bureaucracy and elected panchayats enable us to assess the 
interaction between local government characteristics and program leakages 
which is crucial for improving public program delivery. We control trends 
that could potentially impact the quality of program delivery and corruption: 
mandal-level (subdistrict-level) attributes and secular and district-level time 
trends to account for and filter out the potential rise in households’ aware-
ness about program entitlements, the growing sophistication of audit teams, 
and the general rise in program activity.

Once we address these potential confounders, for our study period, we 
detect a positive but insignificant effect of social audits on employment 
generation and find no effect on the aggregate number of MGNREGA 
irregularities detected by the audit process. We find a marginally signifi-
cant decline in the complaint amount per labor-related irregularity. This 
is accompanied by an increase in more sophisticated and harder-to-detect 

5. Other likely effects and potential benefits from social audit participation are discussed 
later. 
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material-related irregularities.6 These main results are robust to sensitivity 
checks that account for reporting biases and the potential endogeneity of 
audit intensity. We conclude that while audits may be effective in detect-
ing irregularities, their impact, if any, on deterring malpractice is modest. 
This highlights the need for a time-bound process where transgressors are 
punished and responsibilities for follow up of social audit findings are laid 
out and credibly enforced.

The remainder of our paper is organized as follows: Section 2 presents a 
brief review of experiences with participation and bottom-up monitoring of 
public service delivery. We focus, selectively, on monitoring processes that 
quite closely resemble AP’s social audits. Section 3 narrates the development 
of the social audit model of AP. Section 4 describes the data and presents 
descriptive statistics while Section 5 explains our conceptual framework. 
The estimation methodology is presented in Section 6. Results are discussed 
in Section 7 while Section 8 concludes and spells out the policy implications.

2. Literature Review

Our theoretical entry point is the question of whether a particular form of 
monitoring or auditing affects the quality of public service delivery. This is 
tangential to the broader theme of community-based development, and to 
questions of social accountability and whether “participation” works (e.g., 
Joshi and Houtzager 2012; Mansuri and Rao 2013).7 As noted by Aiyar  
et al. (2013: p. 251), the vision of the MKSS is embedded in a discourse on 
rights-based democratic action, where social audits not only represent an 
anti-corruption tool but “a platform on which citizens can be empowered to 
directly exercise their democratic rights.” Social audits thus ensure bottom-
up involvement and opportunities for stakeholders to learn by doing through 
the repeated interaction with audit teams and as the process of MGNREGA 
delivery unfolds.8

6. In our conceptual framework, we link this to learning among beneficiaries, auditors, and 
transgressors and attempt to decipher the underlying logic of this shift. 

7. Mansuri and Rao (2013) distinguish, conceptually, between “organic” and “induced” 
participation. The AP social audit model is an example of induced participation. 

8. Conceptually this resembles Joshi and Houtzager’s (2012: p.146) definition of social 
accountability as “citizen-led action for demanding accountability from providers” which privi-
leges the “short” and direct route to service providers (Ringold et al. 2012). This is in contrast 
to the “long” and indirect route—via the electoral process—to improve service delivery (ibid.). 
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In a particularly relevant study, Adato et al. (2005) seek to identify the 
impacts of “participation” on the quality of public work programs in South 
Africa. Evidence from 101 South African public work programs suggests 
that participation—conceptualized and measured as varying in degree, e.g., 
where the community is either the sole decision-maker, a joint decision-
maker or taking on an advisory role—is reported to strongly affect scheme 
performance as measured by the project budget share spent on labor, log 
number of days of work created, and the log number of training days on offer.

The suggestion, thus, is that local stakeholder involvement affects deliv-
ery along dimensions that the same stakeholders or beneficiaries can be 
expected to care deeply about. Even if such effects on the quality of delivery 
were not immediately discernible, for instance because learning operates 
with a time-lag, exposure to and participation in a social audit is likely to 
bolster awareness about MGNREGA entitlements and rules.9

Thus, a plausible conjecture is that participatory audits are more likely 
to be effective when addressing program outcomes with high beneficiary 
stakes. High stakes may not, however, be sufficient since beneficiaries also 
need the knowledge or capacity to act on their interests (as represented by 
their stakes).10 This begs the question of how best to strengthen beneficiary 
capacity. In MGNREGA, beneficiary learning appears to take place mainly 
“by doing” which may limit the effectiveness of participatory audits for 
outcomes that are less transparent and irregularities that are hard to detect. 
The capacity to detect is, in general, likely to depend on the complexity of 
relevant public program outcomes, as suggested by Khemani (2008). We 
return to this discussion later.

A few studies have touched upon the effectiveness of community-based 
monitoring. Bjorkman and Svensson (2009) (BS from now on) report the 
findings of experimentally induced community monitoring of health care 
provision in Uganda. Their intervention comprised of a two afternoon com-
munity meetings where a variety of participatory methods were introduced 
to “encourage community members to develop a shared view on how to 
improve service delivery and to monitor the provider” (ibid.). Information 
on patient rights and entitlements was disseminated while focus group dis-
cussions were organized to reach out to and absorb the views of marginal-
ized groups. Local suggestions for improvements, and how to obtain these 

9. Some such findings are reported in Aiyar et al. (2013) and, in addition to the above, 
include changes in the perceptions of government officials and greater confidence to approach 
such officials. 

10. Ringold et al. (2012) highlight the importance of capacity. 
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without injecting additional resources, were synthesized in an action plan. 
Simple as this may sound, it is not very different from what a well organized 
social audit would set out to achieve.11

The next step in the intervention closely resembles the public hearing in 
the AP social audit model: a one afternoon event at the health facility where 
all staff is present followed by a meeting between community members and 
health staff. The final and mandatory outcome of this process is a “contract,” 
a shared and agreed plan of action that sets out what needs to be done, how, 
by whom, and by when.

The simplicity is an appealing aspect of the BS design and in spite of the 
limited duration, the reported impacts are remarkable. Apart from affecting 
process monitoring, service delivery improvements are reported for a series 
of relevant outcomes. There are ultimately impacts on health, including a 
radical decline in under-5 mortality.

In another community mobilization attempt, this time to improve the 
quality of public education provision in Uttar Pradesh (UP), Banerjee  
et al. (2010) shared information about the quality of schools, report cards 
showing children’s reading ability and possible routes for improvement 
(e.g., via Village Education Committees) in community meetings where 
teachers, local government representatives, and village residents were all 
present. In contrast to BS, this particular evaluation found no impact of 
such village-wide meetings on community participation, teacher effort, or 
learning outcomes.12

If, as in the Uganda example, transformative effects can be achieved 
through such simple interventions, optimism on behalf of the AP social audit 
model seems justified given the many parallels between the BS interven-
tion and the AP model. But what about the lessons from UP? A comparison 
between the UP and the Uganda interventions may, as Khemani (2008) 
suggests, throws up a fundamental contrast between the experience of or 
observability of substandard teaching and the quality of health services 
which local users may possibly have a better eye for and comprehension 
of. Put differently, community mobilization to improve education provision 

11. There is a notable tension between the short-term and snapshot interventions BS (2009) 
and Banerjee et al. (2010) report on and the longer term engagements advocated and deemed 
necessary in the social accountability literature (Joshi and Houtzager 2012). 

12. BS’s and Banerjee et al.’s (2010) identification of impacts were made easier by ran-
domized interventions: the attribution of desirable change to social audits, on the other hand, 
is made harder both by the absence of a credible source of exogenous variation in the quality 
of social audits and by the likelihood that problem areas are more likely to attract audits.
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may involve tougher pedagogical challenges. While stakes are expected to 
be high for both health and education, initial capacity constraints may be 
more binding for educational outcomes. A similar argument may apply to the 
distinction between labor and material-related irregularities in MGNREGA 
projects.

Another missing ingredient, both in the AP model and the UP interven-
tion, is the “contractual outlay” to address grievances and how, by whom, 
and by what time these grievances should be addressed. This underscores the 
importance of effective grievance redressal in community-based monitoring 
efforts: hence, even if the AP social audit process is found to be effective 
in detecting irregularities, this would be a necessary but not sufficient con-
dition to deter irregularities. What difference would it have made to BS’s 
result if the final contract had been omitted? We return to this issue in our 
discussion of policy implications.

3.  The History of Public Works and the Genesis of the AP Social 
Audit Model

Prior to MGNREGA, and like other Indian states, AP’s performance in 
the implementation of public works was often dismal (Aiyar et al. 2013) 
and regularly undermined by the capture of vested interests, in particular 
through collusion between private contractors and local politicians (e.g., 
Deshingkhar and Johnson 2003).13

The social audit process was initiated in AP by setting up the Strategy and 
Performance Innovation Unit (SPIU) under the state’s Rural Development 
Department in 2006. SPIU was mandated with conducting the social audits 
of MGNREGA projects and headed by a director, a state civil servant, 
and assisted by a consultant, formerly with the MKSS. Eventually, the 
responsibility for conducting regular and systematic audits of MGNREGA 
projects was transferred to a new and autonomous arm of the Department 
of Rural Development (the Society for Social Audits, Accountability and 
Transparency (SSAAT)) in May 2009. As of today, the SSAAT director is 
an independent consultant and not part of the state government.

This initiative makes AP unique and distinct from other Indian states 
where audits have either not been conducted or been implemented in an  

13. As part of our retrospective household survey in 2011, we asked 1,500 beneficiary 
households in AP about their satisfaction with the scheme. While indicative, we found a strong 
stakeholder endorsement and satisfaction with MGNREGA in AP. 
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ad hoc and unsystematic manner.14 AP’s record on social audit implemen-
tation is similarly unique. Systematic and standardized audits have been 
carried out in all 23 districts of AP with an average of over two rounds of 
audits completed per GP between 2006 and 2010.

3.1. The Social Audit Process in AP15

The first step in conducting the social audit is a notification to the relevant 
sub-district or mandal office with reference to Right to Information (RTI) 
obligations and requesting unrestricted access to muster-rolls and other rel-
evant MGNREGA project documents (ibid.). A team comprising state and 
district auditors will, upon their arrival in the mandal headquarter, first recruit 
and then, in a two-day workshop, intensively train village social auditors 
about MGNREGA rights and regulations, how to conduct the social audits, 
and how to obtain information under RTI legislation (ibid.). The village 
social auditors are MGNREGA beneficiaries and residents of the mandal.

The social audit teams will then, over a period of about a week, organize 
social audits in all GPs of the mandal. In each GP, official labor expenses 
are verified by visiting laborers listed in the worksite logs (“muster-rolls”). 
Complaints by individuals or groups of beneficiaries and the audit team 
are recorded and attested using a standardized audit report template.16 For 
verification of material expenditure, the audit team is mandated to undertake 
worksite inspections. Except for the more obvious and easy-to-detect (ETD) 
irregularities such as “ghost” or non-existent projects, the verification of 
material expenditure is typically perceived to be more complex and demand-
ing. Thus, the social audit process in AP uniquely combines a top-down 
approach (i.e., timing and conduct of audits controlled by the SSAAT) with 
grassroots participation (i.e., village social auditors and local stakeholders).

Once the audits of all GPs have been completed, a mandal-level public 
hearing with mandatory attendance for all implementing officials is organ-
ized to discuss the audit findings. Those present, typically include “wage 
seekers from the villages in the mandal, the social audit team, branch post-
master, key implementing officials, members of the vigilance cell, elected 
representatives, and a district-level ombudsman” (Aiyar et al. 2013: p. 261). 

14. Even though some states have recently responded to the Act by conducting “regular” 
social audits, the exercise has been largely superficial with claims of no irregularities in 
program implementation.

15. In narrating the content of the AP social audit model, we draw extensively on Aiyar 
et al. (2013).

16. The auditors are expected to verify labor records for all beneficiaries. This may not 
be true in practice.
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Complaints will be read out, testimonies verified, and accused officials given 
an opportunity to defend themselves.

After the public hearing a decision taken report (DTR) is created by the 
officer presiding over the hearing. In this report the responsibility for each 
confirmed malfeasance is pinned on a program functionary or, as the case 
may be, on multiple functionaries.17 Until 2010, the mechanism for redress-
ing issues raised by the social audit and mentioned in DTRs was weak.18 
However, in 2010, the state set up a vigilance cell within the Department of 
Rural Development (Aiyar et al. 2013). Under this mechanism, copies of the 
DTRs are sent to key program functionaries for follow-up action within days 
of the public hearing, including the district vigilance officer. The vigilance 
office then issues an action taken report (ATR) which lists the action taken 
against errant officials in the DTR (ibid.).

4. Data

Our panel data were extracted and codified from the official and original 
Telugu social audit reports for 100 randomly sampled mandals across eight 
districts of AP.19 In each randomly chosen mandal, three GPs were selected 
based on the following criteria: the GP which was the administrative head-
quarter of the mandal, one GP randomly selected from all GPs reserved for 
a female sarpanch, and one randomly selected from GPs not reserved for a 
female sarpanch in that mandal in 2006. Our initial sample, thus, comprises 
300 GPs from 100 mandals.

The GP-audit reports have two components: a standard audit report card 
which records the date of the audit along with the demographic characteris-
tics of the GP, and more importantly, audit team impressions about process 
performance since the last audit including a financial misappropriations 
estimate. These impressions and estimates are based largely on the second 
component of the audit report—the list of complaints filed by individuals, 
groups, or by audit team members. The complaints are recorded during the 

17. The SSAAT has introduced checks and balances to prevent local program functionaries 
who are being audited from corrupting audit team members.

18. In the above parlance, the social audit process lacked procedural tightness. 
19. These eight districts were Mahbubnagar, Medak, Nizamabad, Warangal, and Khammam 

(north or the Telangana region), Anantpur and Kurnool (south or the Rayalseema region), 
and Guntur (west or the coastal region). MGNREGA was implemented in February 2006 in 
all these districts, except Kurnool and Guntur, which implemented the program from April, 
2007 onward.
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door-to-door verification of labor expenditures and during project site inspec-
tions to verify material expenditures by technical members of the audit team. 
Each complaint is supported by affidavits and brought up during the public 
hearing. As noted earlier, during the public hearing the responsibility for 
each complaint is pinned on one or multiple MGNREGA functionary(-ies).  
We use data on all verified complaints, following the public hearing.

These data are available from the first round of audits that began in 2006 
and until 2010.20 We construct a panel of audit reports for each GP with an 
average of over two reports per GP for the period 2006–10. We supplement 
the official audit data with data from interviews with the mandal parishad 
development officer (MPDO) and the GP sarpanch elected in 2006 for a five 
year term. These retrospective surveys were conducted during April–June, 
2011. Data from the Census (2001) provide village-level characteristics such 
as infrastructure and access to public services.

In addition to the audit data, we also obtained information on program 
performance from the Department of Rural Development’s (AP) web site 
for the financial years 2006–07 to 2010–11.21 These data on program expen-
ditures and employment were cumulated across financial years prior to the 
financial year in which the audit occurred and then linked to each GP by 
the audit date. The data, therefore, inform us about program expenditures 
and person days of work covered in each audit. We also linked program 
expenditures and person days of work generated post audit (and before the 
next audit) to each GP to assess the effect of an audit on subsequent program 
performance.

4.1. Descriptive Statistics

The social audit data facilitate comparisons by audit round and complaint 
type. Table 1 presents a breakdown of the average number of complaints 
by type across all rounds. We categorize complaints into three types—
labor related, those related to materials used in MGNREGA projects, and 
the provision of work-site facilities mandated by the Act—labeled “other 
complaints”. Labor complaints account for 87% of all complaints. This is 
not surprising since the problems that trigger labor complaints more directly 
affect beneficiary households. At the same time, the average real amount per 

20. Original audit reports that were missing were supplemented with abridged versions of the 
audit reports available from the SSAAT web site: http://125.17.121.162/SocialAudit/ Web site

21. The following link was accessed between July–August, 2013 to obtain information on 
program expenditures and employment: http://nrega.ap.gov.in/Nregs/FrontServlet?requestT
ype=NewReportsRH&actionVal=Display&page=Newreportcenter_ajax_eng
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material-related irregularity (`28,786) was more than twice the real amount 
per labor-related irregularity (`10,289) over the three audit rounds.

Table 2 shows trends by complaint type. If we restrict attention to audit 
rounds 1–3, there is a discernible rise in the total number of complaints 
between rounds 1 and 3 (Row 1), driven mainly by a disproportionate 
increase in the number of material complaints (173%) relative to the increase 
in the number of labor complaints (13%).22

T A B L E  2 .  Number of Complaints by Audit Round

Variable

Audit 1 Audit 2 Audit 3

N=284 N=261 N=166

all complaints 5.123
(4.306) 

6.249
(5.375) 

6.349
(6.487) 

labor complaints 4.602
(4.067) 

5.475
(4.995) 

5.199
(4.739) 

material complaints 0.415
(0.740) 

0.689
(1.186) 

1.132
(2.541) 

other complaints  0.105
(0.370)

0.084
(0.304) 

0.018
(0.133) 

Source: authors’ calculations from data extracted from official social audit reports.
note: Standard errors in parentheses.

Table 3 disaggregates the type of complaint by audit round and captures 
broad trends: the rise in labor complaints appears to be mainly driven by 
administrative inefficiencies, specifically, a sharp rise in complaints for 

22. There are notable differences in trends in irregularities across districts as shown in  
Table A1 in the Appendix. The district-wise trends in the number of complaints suggest 
that the five Telangana districts feature among the seven worst districts, with Anantapur 
and Kurnool only marginally worse than the best Telangana district (Medak). For material 
complaints, the Telangana districts are the five worst districts. This is suggestive of a different 
political economy of MGNREGA irregularities in Telangana. It is also evident that the average 
number of complaints is increasing, and dramatically in four of the five Telangana districts, 
with Khammam as the only and very notable exception. For Anantapur and Kurnool, audit 3 
numbers are lower than everywhere else, but we have few third round audits in these districts. 

T A B L E  1 .  Summary Statistics Across All gram panchayats

Variable Number of audits Mean Std. dev. Min. Max.

all complaints 711 5.822 5.298 0 43
labor complaints 711 5.061 4.594 0 30
material complaints 711 0.683 1.519 0 18
other complaints 711 0.077 0.306 0 3

Source: authors’ calculations from data extracted from official social audit reports.
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delayed payment or non-payment of wages over the three audit rounds. In 
contrast, we register a steep decline in complaints related to non-provision 
of work. Impersonations/benami wage payments and excess wage payments/
bribes also decline, but marginally, between audits 1 and 3. There is no sig-
nificant change in the audit teams’ access to wage records as shown in the 
row “wage records missing.” For the material component, grievances related 
to “non-existent work” and “excess payments/bribes” rose significantly 
alongside a sharp drop in irregularities related to “poor quality of materials.” 
We also observe an increase in missing materials expenditure records.23

Finally, Table 4 summarizes program outcomes audited in each round. 
Real program expenditures more than doubled in the period after the first 
audit. Water conservation projects had the highest share of total program 
expenditure in audit 1 but this share along with that of drought and flood 
control fell in subsequent audits. There was a marginal increase in the share 

23. Note that if expenditure records (viz. receipts of materials purchased) are not available 
to the audit team and those expenditures have been officially incurred, the auditors interpret 
this as leakage of program funds.

T A B L E  3 .  Proportion of Type of Complaint by Audit Round

Variable Audit 1 Audit 2 Audit 3

Labor related N=262 N=236 N=151

non-payment/delay in wages 28.385
(29.469)

34.778
(32.982)

47.802
(33.870)

non-provision of work 15.012
(23.794)

10.001
(20.238)

7.697
(18.048)

Impersonations/benami wage payments 19.301
(27.418)

26.023
(30.511)

16.901
(25.996)

Excess wage payments/bribes 19.883
(26.958)

15.850
(23.399)

14.376
(20.559)

Wage records missing 6.6034
(14.371)

6.023
(14.807)

6.711
(15.634)

Material related N=86 N=96 N=65

non-existent work 14.438
(32.070)

28.675
(39.484)

25.146
(37.783)

poor quality of materials 44.864
(47.489)

18.663
(34.787)

6.239
(24.206)

Excess payments/bribes 15.310
(35.073)

30.092
(40.253)

50.727
(43.325)

Expenditure records missing 4.360
(19.247)

4.513
(18.961)

8.183
(23.125)

Source: authors’ calculations from data extracted from official social audit reports.
note: Standard errors in parentheses. Statistics conditional on a labor/material complaint being filed in an 

audit in a Gp. missing category of “other” in both labor and material-related complaint.
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of program expenditures on rural connectivity works from audit 1 to 3. On 
employment generation, total person days increased almost threefold during 
this period but there were no significant changes in the share of SC (marginal 
decline) or ST (marginal increase) person days. Thus, overall, we observe 
a sharp rise in program activity during the study period.

While the summary statistics are suggestive of the trends in program per-
formance, our main challenge is to obtain convincing clues about the impacts 
of social audits on corruption and on the quality of program delivery. We 
introduce our conceptual framework before addressing the methodological 
challenges.

5. Conceptual Framework: Linking Stakes, Capacity, and Learning

Except for Joshi and Houtzager’s (2012: p. 155) emphasis on the need “to 
examine social accountability actions as one part of a broader and longer 
process of engagement between collective actors and the state”, the existing 
literature tends to bypass the repeated behavioral interactions between and 
learning by beneficiaries, social audit teams, and public officials (transgres-
sors) that repeated social audits may give rise to.

T A B L E  4 .  Program Performance by Audit Round

Variable

Audit 1 Audit 2 Audit 3

N=282 N=255 N=161

Total expenditure (in 2006 rupees, lakhs) 8.906
(14.1)

22.488
(22.944)

23.117
(24.725)

proportion of water conservation works 0.441
(0.305)

0.287
(0.243)

0.190
(0.189)

proportion of drought and flood control

proportion of rural connectivity works

Total employment generated in person days

0.086
(0.160)
0.023

(0.081)
11615.71

(18626.6)

0.027
(0.081)
0.086

(0.153)
31314.55

(36375.54)

0.012
(0.072)
0.089

(0.138)
33104.46

(36721.22)
proportion of Sc person days generated

proportion of ST person days generated

0.298
(0.264)
0.122

(0.249)

0.275
(0.221)
0.136

(0.268)

0.253
(0.179)
0.156

(0.276)

Source: authors’ calculations from data extracted from official social audit reports.
note: Standard errors in parentheses. Expenditure deflated using the consumer price index for rural labor 

(http://labourbureau.nic.in/indtab.pdf), with base year as 2006. rows (2)–(4) are calculated as proportions 
of row (1). rows (6)–(7) are calculated as a proportion of row (5).
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This section outlines some basic assumptions we make about the behav-
ioral response of all actors in the audit process that aid the interpretation of 
our empirical results. We first assume that the state commits to conducting 
regular social audits. However, the first round of the social audit, given low 
state credibility, takes public officials (or transgressors) by surprise. Further, 
the cost of effort for basic program delivery transgressions is low. Second, 
local MGNREGA beneficiaries have high stakes in employment availability 
and in timely and due pay. There is, moreover, sufficient capacity on the 
part of audit teams and local beneficiaries to detect transgressions in basic 
program delivery.

As a result, we expect more ETD irregularities in the initial audit round. 
In subsequent audit rounds, beneficiaries may become more effective par-
ticipants while auditors become more adept. We should, thus, observe a 
decline in ETD irregularities. At the same time, transgressors expect audits 
in the future and benefit from staying one step ahead of the auditors.

We thus anticipate an evolving dynamic process with improved audit-
ing and signs of more effective local participation through learning. The 
drawback is that transgressions may also become more sophisticated. The 
introduction of monitoring may thus result in substitutions of one type 
of irregularity for another as transgressors learn to manipulate the new  
system while discovering other avenues for rent extraction (Olken and 
Pande 2011). Hence, if we assume that auditors’ learning is unable to catch 
up with learning by those who are audited, then we would observe more 
harder-to-detect irregularities.24 Figure 1 links, in a simplified manner, our 
discussion of beneficiary capacity and stakes to this evolving process of 
learning and response.

Our assumptions are borne out by the data. While AP had conducted 
multiple audits in all mandals by 2010–11, state commitment to monitoring 
had no precedent. Further, in the first audit round, 80% of all labor-related 
complaints were filed by local beneficiaries. Roughly half of these were in 
the “hard-to-detect (HTD)” category. Among beneficiaries, therefore, stakes 
appear to trump complexity from the start. In contrast, social audit teams 
submitted 80% of the material complaints in the first audit round. By audit 
round 2, there was already a greater diversity in beneficiary complaints, 
with a higher share of material complaints, spread across ETD and HTD. 

24. However, even if audits become more effective in detecting irregularities, deterrence 
may remain weak. In order to change transgressor behavior, we thus need to assume either 
that being caught is sufficiently “costly” even in the absence of formal punishment or that 
beliefs about strong, future punishment are widespread.
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By audit round 3, the latter accounted for 60% of the material complaints 
filed by beneficiaries.

Contrast this with the complaints filed by the social audit team which 
divide, more sharply, between ETD and HTD irregularities, for labor and 
materials and change little over time: the share of HTD irregularities in 
all labor complaints submitted by the audit team is never below 88%. For 
material complaints, the corresponding audit team figure is 76%. The share 
of HTD irregularities filed by the audit team for both labor and material 
complaints, however, increases by about 10 percentage points from audit 
round 1 to 3. These observations suggest that the social audit process imparts 
substantive learning on local beneficiaries. At the same time, and given that 
the large majority of social audit team complaints involve HTD irregulari-
ties, beneficiary learning is not sufficient to ensure that the participatory part 
of the process can fully handle the more complex labor and material irregu-
larities. The top-down part—represented by the social audit team—and the 
participatory process, thus, appear to perform vital complementary roles.25

25. Olken (2009) finds that top–down audits may be more effective in curtailing corruption 
in public programs as opposed to a bottoms–up approach envisaged by community monitoring. 

F I G U R E  1 .  Beneficiary Stakes and Capacity of Participatory Social Audits

Sufficient capacity 
at the outset

limited capacity at 
the outset; capacity 
improvement through 

learning

High stakes—
labor component 

low stakes—
material component

Easy-to-detect:
non-payment/delay  

in wages
non-availability of work

Hard-to-detect:
Ghost workers

Bribes 

Easy-to-detect:
Ghost projects

Hard-to-detect:
Bribes

Sub-standard quality  
of materials

missing expenditure records

Source: authors’ calculations from data extracted from official social audit reports.
note: ETd labor-related irregularities comprise of non- and delayed wage payment and non-availability 

of work. HTd labor-related irregularities comprise of benami and bribes. ETd material-related irregularities 
relates to “ghost” or non-existent project. HTd material-related irregularities comprise material bribes, 
substandard material quality, and missing material records.
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To summarize, if audits effectively detect malfeasance and the threat 
of punishment for malfeasance is credible, we expect ETD irregularities 
to decline with repeated audits. At the same time, we expect more HTD 
irregularities in later audit rounds due to the increasing sophistication of 
transgressors even as auditors and beneficiaries learn.26 

6. Methodology

As noted, we take advantage of the panel structure of the data to assess 
whether program implementation improves with repeated social audits 
within the same mandal, over time, while controlling other trends that could 
potentially impact corruption and the quality of program delivery.

Our main specification is given by:

  Outcomenjklt =  a0 + ∑an Auditn + a4Xjkl + a5Dk + ∑ηt Yeart  
+ ∑ γlt (Dl*Yeart)+µnjklt (1)

The analysis is conducted at the GP-audit level. The findings of social audit 
n in GP j in mandal k in district l in year t is denoted by Outcomenjklt. Our 
outcomes comprise the different complaint variables described in section 4.  
The main coefficient of interest is the round of the social audit, or Auditn, 
n taking values 2 and 3 with the first audit as the reference year. The coef-
ficient on Auditn will tell us whether, relative to the first audit, irregularities 
in program implementation are higher or lower. Xjkl is a vector of time-
invariant GP-level characteristics that includes attributes of the sarpanch 
elected in 2006 (for a five year term) such as gender, caste, education and 
age, the GP’s access to health and education facilities, and the distance from 
the nearest town. It also includes a dummy variable for whether the GP is 
the mandal headquarter.

A few factors may confound the interpretation of an. First, recall that the 
audit is conducted at the level of the mandal. All GPs within a mandal are 
audited by a single audit team within a period of about one week. Some 

Villagers’ perception of corruption in a village road construction program in Indonesia rose 
by only 0.8% when actual corruption in the program rose by 10%. 

26. In an ideal scenario, one would use independent measures of corruption or malfea-
sance in the program. Unfortunately, data are available only for malfeasance reported in the 
social audits. This is likely to be an underestimate of the true level of corruption or the true 
number of irregularities since some beneficiaries may not register their complaints, e.g., due 
to threats or intimidation.
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mandals may be systematically better or worse at administering the program 
since the mandal-level bureaucracy plays a critical role in MGNREGA 
implementation. We therefore use mandal-level dummies, Dk., to control 
this unobserved variation in the timing of the audit and in mandal-level 
implementation capability.

Second, the social audit findings, reported as the complaint types dis-
cussed earlier, might be influenced by (a) changes in awareness about 
program entitlements or beneficiary confidence in the integrity of the audit 
process because of repeated exposure and (b) by improvements in audit qual-
ity as audit team members become more adept at detecting discrepancies. 
For the former, with constant implementation quality, we would observe an 
increase in the number of beneficiary complaints over time.

To capture (a) we account for linear time trends by including dummies 
(Yeart) for the year in which the particular audit was conducted (dummy 
for each year between 2006 and 2010). The assumption here is that aver-
age awareness among beneficiaries would be higher in say, 2008 relative 
to 2006, due to repeated program exposure and irrespective of the number 
of audits conducted. A similar argument holds for (b).

Third, as pointed out earlier, some districts are more likely to be more 
(less) effective MGNREGA implementers. For instance, biometric benefi-
ciary identification was introduced in some districts before others. Such 
district-level variations in technological advances, in program activity (i.e., 
number of MGNREGA projects or program expenditures) or in bureaucratic 
capacity, could influence the quality of program delivery and reported 
irregularities directly. Thus, to account for differences in program imple-
mentation trends across districts, we interact the dummy variable for each 
district with the dummy for each audit year (Dl*Yeart) and include these as 
additional controls.

In our second line of inquiry, we study the effect of audits on real pro-
gram expenditures and employment generation. Specifically, we estimate 
the following model:

  NREGAjkl,(t+1) =  β0+ ∑βn Auditn,t + β3Xjkl + β4Dk  

+∑θt Yeart + ∑δlt (Dl*Yeart) + εnjklt  (2)

NREGAjkl,(t+1) is employment and expenditure under the program in GP j in 
mandal k in district l at time t+1. Auditn,t is a dummy variable for the nth 
audit in period t. The other variables are as described for our first specifica-
tion. Note that our data pertain to audits 1 to 3. Since the outcome variable 
relates to the years between successive audits, the audit dummy variables 
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included in the specification are for audits 1 and 2 for the years in our 
study. The corresponding MGNREGA data are for the cumulated outcome 
after the nth audit and before the (n+1) audit. Thus βn is an indicator of the 
impact of an audit on subsequent expenditures and employment generated 
under the program.

A remaining challenge is to decipher the interpretational possibilities that 
social audit data, in their present form, give rise to. Put differently, even if 
the social audits were implemented as RCTs with “impacts” amenable to 
robust identification, beneficiary complaints data could suffer from reporting 
biases that our (or an RCT-based) methodology is unable to fully account 
for. For instance, a decline in complaints may be due to intimidation by 
transgressors of beneficiaries who complained in previous audit rounds. 
Thus, fewer program irregularities may not reflect a genuine decline in 
malfeasance. In a similar manner, local politics may affect complainant 
behavior with a rise in complaints reflecting political maneuvering to harm, 
e.g., an incumbent.

To address this concern we undertake a robustness check of our main 
results by restricting the analysis to complaints filed by the audit team alone. 
We thus assume that the members of the audit team are unlikely to be intimi-
dated or threatened and less likely to be swayed by local political biases.

7. Results

We first discuss results for the number of reported irregularities followed 
by program performance outcomes. Table 5 presents results on variation 
in the reported total, labor-related and material-related irregularities across 
audits, controlling for elected sarpanch and GP attributes, overall time trends 
(which, as noted, pick up changes in audit quality and awareness levels), 
district-specific trends, and mandal fixed effects. The specification, thus, 
assumes that unobservable differences in mandal characteristics and district 
specific trends may influence program quality. In column 1, the dependent 
variable is the total number of complaints filed in a social audit, while in 
columns 2 and 3 the outcomes of interest are the total numbers of labor and 
material complaints, respectively.27

27. When we account for whether the district belongs to the most disadvantaged and 
politically sensitive area of Telangana (north-west AP) or not, the results suggest that while 
the total number of complaints decreased by audit 3 in non-Telangana districts, Telangana 
experienced increases in complaints in both audits 2 and 3. Non-Telangana districts showed 
a decline in labor complaints filed in audit 3 relative to audit 1. Material-related complaints 
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T A B L E  5 .  Effect of Social Audits on Total Irregularities

All irregularities
Labor-related 
irregularities

Material-related 
irregularities

(1) (2) (3)

(1) audit 2 2.528* 1.740 0.818**
(1.430) (1.158) (0.407)

(2) audit 3 2.695 1.409 1.345**
(1.973) (1.680) (0.553)

(3) constant 9.457 11.73** –2.788
(6.375) (5.565) (1.694)

(4) audit 3 – audit 2 0.166 –0.330 0.526*
(1.028) (0.963) (0.275)

r-square 0.420 0.448 0.282
number of audits 685 685 685
year fixed effects y y y
mandal fixed effects y y y
district-specific trends y y y

Source: authors’ calculations from data extracted from official social audit reports.
notes: all specifications include controls for sarpanch’s age, sex, caste, education, prior political experience; 

availability of bank, communication, medical facility, and middle school in the Gp; proportion of cultivated 
area which is irrigated, distance to town, population density, and whether the Gp is the mandal headquarter. 
Standard errors clustered at the Gp level reported in parentheses. ***significant at 1%, ** 5%, and *10%.

In column 1, the coefficient on audit 2 is positive and significant while 
the audit 3 coefficient is insignificant. Thus, overall, aggregate irregularities 
were higher in audit 2 than in audit 1 while there is no significant difference 
between audits 2 and 3 (row 4). Next, column 2 shows that labor complaints 
were not higher in rounds 2 and 3 relative to round 1. However, in column 
3 we find more material complaints in audit rounds 2 and 3: a 197% and 
324% increase, respectively, relative to round 1. There were also more such 
complaints in audit 3 than in audit 2 (row 4). Thus, there appears to have 
been a secular rise in irregularities related to material expenditure. Hence 
the increase in total complaints, albeit insignificant in audit 3, was likely 
driven by the rise in material complaints.

In Table 6, we classify labor- and material-related irregularities into 
“ETD” and “HTD” as discussed in the conceptual framework section earlier. 
Hence, within the labor component of the program—non-payment or delays 
in wage payments and non-provision of work are ETD while benami and 
bribe-related irregularities are classified as HTD. The results suggest that 
any increase in the number of labor-related irregularities was due to more 

were significantly higher in Telangana districts in audit 3. It is possible that the effect of social 
audits in non-Telangana regions is insignificant because the levels of corruption or program 
mismanagement are very low in those areas, to begin with.
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complaints about non-payment or delay in wage payments in audit 2 relative 
to audit 1 (column 1). These were, however, not significantly higher in audit 
3 relative to audit 1 or between audits 2 and 3 (column 1, row 4). We thus 
conclude that there was an insignificant increase in the number of complaints 
related to non-payment or delay in wage payments over the three audit 
rounds. Interestingly, the number of complaints related to non-provision of 
MGNREGA work declined in both rounds 2 and 3, albeit insignificantly in 
the latter as shown in column 2. As a result, there was no significant decline 
in irregularities related to the non-provision of work over successive audits 
(column 2, row 4). Further, there was an insignificant effect of audits 2 and 
3 on irregularities due to corrupt practices (i.e., benami wages, bribes, etc. 
in columns 3 and 4) relative to round 1. However, the negative coefficient 
in row 4, column 3, suggests that irregularities related to ghost workers may 
have declined between audits 2 and 3.

Columns 5–8 show that the increase in material-related complaints 
in audit 2 was driven by the rise in ETD ghost or non-existent projects  
(column 5, row 1), and the harder-to-detect irregularities due to missing offi-
cial records on material expenditure (column 8, row 1). However, by audit 3, 
the number of non-existent projects was not higher than in audit 1 (column 
5, row 2). Overall, the secular increase in material-related complaints over 
the three audit rounds seems to have been driven by the significant increase 
in bribes and missing expenditure records (columns 7 and 8, row 4).

In Table 7, we present results for the effect of audits on direct measures 
of program performance, as in equation (2). Our sample is restricted to 
GPs with three audits between 2006 and 2010. Relative to program per-
formance post audit 1, there was an insignificant increase in real program 
expenditures post audit 2 as shown by the coefficient on audit 2 in column 1.  
Interestingly, there was a marginal decline in the proportion of program 
expenditures on rural roads projects where the avenues for corruption may 
be higher as shown in column 2 (World Bank 2011). Total MGNREGA 
employment generated increased insignificantly (column 3) while there was 
no change in the proportion of SC and ST person days in total MGNREGA 
employment (columns 4 and 5). These findings line up with those in  
Tables 5 and 6—suggesting that the impacts of audits on program outcomes 
were, at best, marginal.

To summarize, we observe insignificant changes in the ETD complaints, 
but a substantive rise in HTD, material complaints. These patterns are 
consistent with the earlier discussion of stakes and evidence on beneficiary 
learning. In spite of such learning and the greater capacity of the partici-
patory part of the audit process to detect irregularities, illustrated by the 
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T A B L E  7 .  Effect of Social Audits on Program Performance

Expenditure Employment 

(1) (2) (3) (4) (5)

Total real 
expenditure  
(in lakh `)

Proportion 
of rural 

connectivity 
works

Total 
employment 
generated in 
person days

Proportion  
of SC  

person days 
generated

Proportion  
of ST  

person days 
generated

(1) audit 2 18.73 –0.128* 24581.8 0.016 –0.007
(12.12) (0.075) (15079.0) (0.048) (0.042)

(2) constant 17.27 0.098 39999.9 –0.150 0.929***
(27.05) (0.170) (37536.4) (0.235) (0.278)

r-square 0.666 0.491 0.649 0.616 0.733
n 391 390 391 390 390

Source: authors’ calculations from data extracted from official social audit reports.
notes: results reported for equation 2 in the text. controls as described in Table 5. columns (2) and (4)–(5) 

are calculated as proportions of columns (1) and (3), respectively. Standard errors clustered at the Gp level 
reported in parentheses. ***significant at 1%, ** 5%, and *10%.

increasingly advanced complaints submitted by beneficiaries, the social 
audits were ineffective in systematically reducing the ETD irregularities. 
We interpret the observed rise in material-related malfeasance, without an 
accompanying reduction in the ETD irregularities, as an underlying change 
in the anatomy of corruption and a failure of the social audit process to deter 
malpractice: it appears that transgressors adapted to the new monitoring 
regime by looking for additional avenues of rent extraction as suggested by 
Olken and Pande (2011).28 Given that the average real amount per material-
related irregularity was significantly greater than for irregularities related to 
labor (mentioned earlier), the structural shift in program leakages suggests 
that the benefits from rent extraction were sufficiently higher than the cost 
of effort and any expected punishment following detection of material-
related theft.

28. Quoting Aiyar et al. (2013):

With the help of an information technology company—Tata Consultancy Services—
the government of Andhra Pradesh developed an end-to-end management informa-
tion system (MIS) through which job cards, work estimates, and payment orders are 
issued. The data are collected and input (entered electronically) at the mandal level, 
and consolidated at the state level. Information on each job card holder, including 
number of days worked and total wages received, is accessible through the MIS. All 
data are public and available for scrutiny. To streamline payment processes, wages 
are paid directly through workers’ post office or bank accounts. (Authors’ emphasis)
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7.1. Robustness Checks

The results on leakages, so far, are from a sample with variation in the number 
of audits across mandals. It is possible that mandals which were audited 
more frequently during 2006–10 report higher incidence of MGNREGA 
irregularities because they were relatively more corrupt. As a result, the 
coefficient on audit 3 would, for instance, be biased upwards. To account for 
this possibility, we report the results in Table 8 for the data restricted to GPs 
where three audits were conducted during 2006–10. Our results are largely 
unchanged from those for the unrestricted sample. While the number of 
irregularities related to non-payment and delays in wage payment (column 1,  
rows 1 and 2) and bribes (column 4, row 1) increased, complaints related to 
non-provision of MGNREGA work (column 4, row 1) declined relative to 
audit 1. The secular rise in material complaints was driven by an increase in 
material-related bribes (column 7, row 4) and missing expenditure records 
(column 8, row 4).

So far, we have analyzed the data for complaints filed by individuals, 
groups of beneficiaries as well as discrepancies unearthed by the audit team 
itself. Even though our specification attempts to address the challenges 
posed by beneficiary learning, other beneficiary biases and threats to or 
intimidation of beneficiaries, may influence the reporting of irregularities. 
This in turn would influence our interpretation of outcomes of interest 
and get reflected in changes in the number of irregularities over time. To 
address this possibility, we restrict attention to the irregularities registered 
by the audit team which should be immune from such biases. As before, 
improvement in audit quality is accounted for by the time trends. Table 9 
shows these results for the same outcomes reported earlier. Crucially, our 
conclusions are unchanged when we observe the coefficients reported in 
row 4 across all columns. In Table 10, we include an additional control for 
the real expenditures under the program in each GP in the financial year(s) 
prior to the date of the audit (or for the period audited) to account for the 
possibility that the number of irregularities would rise if the intensity of the 
program increases (even after controlling secular trends). Once more, our 
results are consistent with those in previous tables.

A final interpretational concern is from a welfare perspective: it may be 
more relevant to study whether the rupee value (in real terms) per complaint 
has changed with more audits rather than the number of complaints. Hence, 
while the number of complaints has risen, the rupee amount of these irregu-
larities may have declined when compared to the early days of the program. 
Table 11 shows the results for the same specifications as earlier but with 
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the dependent variable now representing the rupee amount per complaint 
(in 2006 rupees). The first three columns are restricted to audits where a 
complaint amount was mentioned while the next three columns are restricted 
to audits where any complaint was filed. If no amount was mentioned in the 
complaint, the amount per complaint is coded as zero. Missing amounts are 
more likely for complaints related to non-provision of work or wage payment 
delays. Across both definitions of the dependent variable, we find that the 
amount per complaint declined between the second and third audits for total 
complaints and labor complaints (row 4—columns 1, 2 and 4, 5) while there 
is no difference in the material complaint amounts (row 4—columns 3 and 6).  
This again suggests that the social audits may have had only a marginal 
impact on labor-related irregularities but have made little difference on the 
material front.29

7.2. Heterogeneity

In this section, we discuss whether and how the quality of MGNREGA 
implementation is associated with mandal-level characteristics. In the 
mandal survey, we interviewed current MPDOs. However, in several man-
dals MPDOs were transferred frequently. Frequent transfers of MPDOs 
could indicate political interference—either in response to irregularities in 
program implementation or, alternatively, be the cause of such irregularities. 
Note that we do not find a correlation between the number of irregularities 
in an audit for which the MPDO has been held responsible and the number 
of MPDOs posted in that mandal since 2006. We next split the sample by 
those mandals with less than median MPDO transfers (in our sample of 100 
mandals the median number of MPDOs in each mandal since 2006 was 2, 
excluding the current MPDO) and those with higher than median transfers. 
The results are reported in Table 12.

The top panel in Table 12 reports the results for less than median transfers 
of MPDOs. We find a significant decline in non-provision of MGNREGA 
work (column 4) in both audits 2 and 3 relative to audit 1. Overall, there 
was a marginal increase in missing material expenditure records between 
audits 2 and 3 (column 11) but no overall change in the number of labor- 
or material-related irregularities between audits 2 and 3 (columns 2 and 7, 
respectively).

In contrast, the bottom panel regressions for higher than median MPDO 
transfers suggest a significant and monotonic increase in the number of 

29. A caveat to the results reported in Table 11 is potential selection bias: data on amounts 
are available only if an amount was mentioned in the complaint.
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material-related irregularities relative to audit 1 (column 7). This was 
driven by an increase in material-related bribes (column 10) and missing 
expenditure records (column 11) in audits 2 and 3 relative to audit 1. Thus, 
it is apparent that the results on material expenditures presented earlier for 
the entire sample are driven by mandals with frequent MPDO transfers. 
If transfers were in response to irregularities, then there should have been 
a declining trend in the number of irregularities in these mandals. On the 
contrary, the number of material-related irregularities rose consistently 
within these mandals. This suggests that transfers of bureaucrats could 
be an instrument used by the political class to influence the delivery of 
MGNREGA at the local level.

8. Policy Implications and Concluding Remarks

The AP social audit model is being scaled up and adopted by other Indian 
states and other public programs. In the introduction, we briefly reviewed 
what evidence tells us about the potential of participatory monitoring of 
the type the AP model has been developed around. Our first observation, 
which simply borrows Mansuri and Rao’s (2013) conclusion, is that effec-
tive induced participation is difficult to achieve. At the same time, carefully 
crafted participatory interventions may (dramatically) improve (health) ser-
vice delivery (BS 2009). Given the many similarities between BS’s (2009) 
intervention and AP’s social audits, there are thus grounds for optimism on 
behalf of the AP model. The zero impact of community mobilization and 
information sharing on teaching quality and learning outcomes in UP, reported 
by Banerjee et al. (2010), offers an important and sobering caveat. As our 
empirical results demonstrate, in relying on participation and social account-
ability, it is necessary to tread carefully and recognize potential pitfalls.  
 Detection of audit “impacts” is made harder both by the fact that social 
audits were not implemented randomly and by the type of information 
(complaints) recorded by the social audit team. We, therefore, analyze the 
marginal impact of repeated audits within the same GPs during 2006–10. 
Controlling mandal-level attributes, overall and district-level time trends to 
address the confounders discussed earlier, we observe a marginal reduction in 
the real amount per labor complaint but an insignificant effect of the repeated 
social audit process on reducing the aggregate number of complaints. This 
is accompanied by an overall increase in the aggregate number of harder-
to-detect material-related irregularities over successive audit rounds with 
no change in the number of ETD irregularities.
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Based on our behavioral assumptions, we expected a decline in the ETD 
irregularities in which beneficiaries have high stakes and audit teams, as 
well as beneficiaries, have sufficient detection capacity. Although there is 
some indication of an overall decline in the amount of theft in labor-related 
irregularities, we do not observe a decline in any ETD labor- or material-
related irregularities with successive audit rounds.30 Given our results, we 
can claim that while the top-down and participatory elements of the audit 
process have been effective in detecting irregularities, the audits are not an 
effective deterrent and have thus been unable to reduce irregularities.

Any marginal decline in the amount per labor-related administrative 
irregularity is, moreover, outweighed by the accompanying increase in the 
number of material-related complaints. We have seen that the complaints 
submitted by beneficiaries become increasingly sophisticated while the 
audit team complaints remain mostly confined to HTD irregularities. Given 
that we control time trends, we interpret the observed shift in the pattern of 
irregularities as reflective of transgressors responding to a new monitoring 
regime and the need to stay one step ahead of this monitoring regime. The 
threat of punishment may not have been credible for higher level program 
functionaries who are likely to be responsible (as much as, if not more than, 
lower level functionaries) for HTD, material-related malfeasance.

Note that the majority of labor-related irregularities were pinned on a 
GP-level, contractual functionary—the field assistant—who is typically a GP 
resident. The “naming and shaming” element of the public hearings might 
have been an effective deterrent for this particular functionary. However, 
social sanctions are unlikely to have a significant impact on curtailing 
malpractice among higher level program functionaries who are typically 
non-residents of the GP, such as the MPDO.

These results take us back to BS (2009) and to the social contract that 
their participatory process culminates in. We refer to this as the tightness of 
the social audit process. In spite of the promising prospects for community-
based monitoring of work provision and of labor-related expenditures, for 
the years that we have studied (2006–10), the follow up and enforcement 
of social audit findings in AP were weak: this may contribute to explain 
the limited success of the social audit process in deterring malfeasance. As 
shown in Table 13, while this weakness may have been mitigated by the 

30. During the period of our study the state introduced significant technological innovations 
in the monitoring and processing of labor payments. A centralized computer system where 
muster-rolls are verified and payments made on a weekly basis through computer generated 
pay orders at the mandal level may, alongside the audits, have helped to mitigate leakages 
in labor payments.
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establishment of the vigilance cells in AP in 2010, less than 1% of irregulari-
ties for which one or multiple program functionaries were held responsible 
ended in termination/dismissal/removal from service or criminal action for 
the period under study (and until 2013). Furthermore, 87% of the miss-
ing amounts were yet to be recovered. The effectiveness of social audits 
in deterring theft and other malpractice, in spite of all their other inherent 
merits, may thus be undermined by a single design weakness, or slip-up.  
A key lesson for AP and for states emulating the AP model would thus be 
to ensure that social audits culminate in the type of enforceable and credible 
“contract” that allocates responsibilities, defines timelines, and ensures that 
those who have been found guilty of irregularities are promptly punished. 
The credibility of the social audit process rests ultimately on the ability and 
willingness of the state government to take effective remedial action and 
punish offenders.

In principle, the modest impact of social audits could also reflect a 
problem of capacity on the part of social audit teams. In our discussions 
earlier, we assume that as the social audit process is repeated, core social 
audit personnel learn and amass new knowledge and understanding. This 
should make audits increasingly effective and auditors more able to detect 
more sophisticated irregularities. This conjecture is only plausible if core 
personnel stays put or learning is effectively transferred to new staff.31

Apart from the results outlined earlier, our work here underlines the 
need for incorporating rigorous program evaluation in the roll out of audits. 
Furthermore, greater vigilance in the documentation of social audit evidence, 
which could be critical for assessing the impact of these audits, is essential. 
For instance, all social audit reports include questions on the total rupee 
amount of irregularities, the total amount of MGNREGA expenditures 
subjected to audit, etc., to be filled in by the audit team. But these data are 
not entered in the vast majority of social audit reports for the period and 
sample under study. Careful documentation of audit findings would, again, 
require improvements in the training of auditors and greater emphasis on 
the importance of more complete documentation in the training modules.

The AP experience has uniquely benefitted from the top level and strong 
political commitment to the social audit process. The state has also demon-
strated a strong willingness to experiment with the use of technology and 

31. Experience-based skill accumulation may become obsolete if the portfolio of 
MGNREGA projects undergoes significant change. This is an issue other adopting states 
need to pay attention to. Intensification of scrutiny may shift priorities toward projects with 
more material expenditure and harder to detect irregularities. 
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other mechanisms to strengthen monitoring and the quality of MGNREGA 
delivery (Murali 2013). These favorable initial conditions have, no doubt, 
critically aided and bolstered the potential of the social audit process in AP. 
A key question is whether similar preconditions are likely to be present in 
the other states that are now seeking to replicate the AP model. Our study 
underlines the advantages of a top-down component in designing social 
audits to leverage grassroots participation.

Following the transition from the work fare programs prior to the rights-
based MGNREGA, between 2004–05 and 2008–09 there has been a three-
fold increase in Central government funds allocated to rural work projects 
(Afridi 2008). In 2011–12, the Act had provided employment to almost 40 
million households at an annual expenditure of almost `40,000 crores across 
the country while the cost of conducting these audits is merely 1% of this 
expenditure. The potential benefits of the program are large but the cost of 
making certain that they are realized is low. In moving forward, we reiter-
ate the high stakes in ensuring the success of the social audit mechanism.

Appendix

T A B L E  A 1 .  Number of Irregularities Per District Per Audit

Audit#
Mahbub-

nagar Medak Warangal 
Ananta-

pur Kurnool Guntur
Nizama-

bad Khammam

audit1
[n=36]
4.972

(3.714)

[n=37]
3.297

(2.259)

[n=41]
4.317

(2.240)

[n=36]
6.111

(3.970)

[n=33]
5.121

(3.621)

[n=33]
2.090

(2.517)

[n=36]
4.972

(3.009)

[n=32]
10.625
(6.791)

audit2
[n=36]
7.333

(4.296)

[n=33]
5.181

(3.486)

[n=39]
6.949

(5.370)

[n=36]
4.389

(3.728)

[n=33]
5.848

(6.251)

[n=12]
2.833

(1.850)

[n=36]
5.167

(4.532)

[n=36]
9.833

(7.588)

audit3
 [n=6]
6.667

(3.502)

[n=36]
5.611

(7.184)

[n=42]
8.405

(7.960)

[n=14]
2.214

(2.326)

[n=9]
3.444

(2.297)

[n=32]
7.75

(6.289)

[n=27]
5.518

(4.577)

Source: authors’ calculations from data extracted from official social audit reports.
note: number of observations in square brackets. Standard errors in parentheses.
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Comments and Discussion

Devesh Kapur 
University of Pennsylvania

The Mahatma Gandhi National Rural Employment Guarantee Act 
(MGNREGA) notified in 2005, guaranteed 100 days of wage employment 
annually to every rural household whose adult members volunteered to do 
unskilled manual work. In addition, it has two other goals: create durable 
assets and rural infrastructure for the local community and strengthen rural 
local elected bodies (GPs).

Given the high degree of leakage and corruption in India’s poverty 
programs, the Act carefully detailed transparency and accountability proce-
dures, laying out the role of the state and different public authorities, but its 
distinguishing feature has been the central role of “social audits.” These were 
embedded, as the authors’ state, “in a discourse on rights-based democratic 
action,” where they were meant to not only serve as an anti-corruption tool 
“but a platform on which citizens can be empowered to directly exercise 
their democratic rights.” How have social audits affected the performance of 
MGNREGA? The paper examines this important question, using data from 
AP, the state which has been the poster-child of social audits.

Since Dilip’s comments focus on the empirics, my comments speak to 
some of the broader issues that this paper raises. One, the role of social 
audits; two, how do we measure success; and three, what policy implications 
can we draw from the AP study.

If the goal of social audits is to improve the performance of public pro-
grams, then one must ask why no East Asian country used social audits and 
yet their performance on poverty programs has been much better? After all 
if we think about countries such as Taiwan or South Korea, there were no 
social audits and their programs were reasonably effective. The reason of 
course is that they had a functioning public administration. Social audits 
are a sign that basic public administration is dysfunctional. The Indian state 
has been characterized in many ways, as a soft state, a mai-baap (mother-
father) state, a flailing state, even in some parts, a mafia state, but increas-
ingly its multiple weaknesses have resulted in it becoming a “bypass state”. 
Policy makers and civil society have struggled to find ways to bypass a 
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dysfunctional public administration and social audits are one such mecha-
nism. It is an open question whether these bypass mechanisms complement 
or substitute for an inherent weak public administration and whether these 
processes will actually strengthen public administration or further prolong 
the weaknesses of public administration in India.

The paper’s core result is that social audits result in “a significant decline 
in complaints related to the non-provision of MGNREGA work and in the 
complaint amount per labor-related irregularity”, but “accompanied by an 
increase in more sophisticated and harder to detect material-related irregu-
larities.” In other words, while audits may be effective in detecting irregulari-
ties, they appear to have little deterrent effect. The paper makes a convincing 
case that the better outcomes on labor-related irregularities (compared to 
material related) are because participatory audits are more likely to be effec-
tive when addressing program outcomes with high beneficiary stakes and 
beneficiary capacity relative to the issue being audited. The stakes are higher 
for individual specific goods (wages) relative to collective goods (public 
works where materials are used). And a poor uneducated person can easily 
tell when s/he has not been paid (or paid less) but will find it much harder 
to inspect the quality and quantity of construction material. Moreover, since 
beneficiary learning in MGNREGS is mainly due to “learning by doing” 
processes, the capacity to detect is likely to decline as the complexity of 
program outcomes increases.

However, if the effectiveness of local participation appears to have 
improved through dynamic processes of learning better auditing, transgres-
sors also learn, as evident in the increasing sophistication of the transgres-
sions. The inter-linkages between three variables—beneficiary capacity, the 
stakes, and the relative difficulties in detecting irregularities—mean that 
the introduction of monitoring may result in the substitution of one type of 
irregularity by another as transgressors “learn” and shift to other avenues 
for rent extraction. The evidence presented in the paper makes a compel-
ling case for what social audits can achieve—and what they cannot. The 
participatory part of the process is insufficient to handle the more complex 
labor and material irregularities and, hence, external audit processes are an 
important complement to the participatory processes of social audits. 

The most troubling finding of the paper is the gulf between detection 
of irregularities and its low deterrence effect. The paper finds that during 
the period under study, less than “1% of irregularities for which one or 
multiple program functionaries were held responsible ended in termination/
dismissal/removal from service or criminal action. Furthermore, 87% of the 
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theft amounts have yet to be recovered.” The reasons for this dismal state 
of affairs are not clear, but it appears to point to a larger issue. Large public 
programs do not exist in a vacuum. However clever the design, sooner or 
later they will run into the headwinds stemming from other parts of the 
system—in this case, the chronic weaknesses of India’s justice system.

The authors point out that in 2010 AP introduced vigilance cells but are 
unable to comment on its effects since the period of their analysis ends in 
2010. But it is possible to speculate on the likely consequences by draw-
ing a parallel between the growth of vigilance officers and corruption in 
the Indian public sector. In 1980 there were very few vigilance officers in 
government departments and Public Sector Undertakings (PSUs). Since 
then (and we don’t have precise data), they have increased manifold and one 
could argue that corruption in government departments has also increased 
commensurately! Audit without swift and rigorous follow up, seldom has 
significant deterrent effects.

Overall, how should one evaluate the relative success of the social audit 
program? The evidence in the paper is that labor-related problems went 
down but material-related problems went up. One could ask whether this 
trade-off was worthwhile. However, “success” might be measured in a dif-
ferent way, namely the counterfactual that things would have been worse 
in the absence of these audits. The paper does point this out, but is unable 
to examine this hypothesis because the absence of a base line stemming 
from the way the programs were rolled out. Additionally, the paper men-
tions that there were significant technological innovations in the monitor-
ing and processing of labor payments, the use of IT technologies to verify 
muster-rolls and payments made on a weekly basis, and the introduction of 
biometric identification of beneficiaries. The independent role of technology 
to limit malfeasance relative to other factors would have been interesting 
to tease out.

The yardstick of success could be different, namely success with regard to 
the overall goals of the MGNREGA program. Conceptually, MGNREGA is 
basically a conditional cash transfer program where the cash transfer is condi-
tional on the beneficiary doing some work. The evidence in the paper suggests 
that the cash transfer part has been reasonably effective and labor is getting 
wages. These may be less than the ideal, but it is occurring to a substantial 
degree (at least in AP). However, MGNREGA has two additional goals. The 
wages are for work that is supposed to create tangible assets for the com-
munity, a sort of joint product, and that is where the materials come in. But 
the evidence on rural assets—what was created and its quality—is weaker.  
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But let us assume that not very much is created, in which case we have to 
ask why do we need MGNREGA successful with all these bells and whis-
tles and audits, etc., instead of simply having direct cash transfer? Why not 
simply use Adhaar to make direct cash transfer payments, if the key goal 
is to improve the incomes of the rural poor? One objection might be that 
the link to public works results in self-selection—only those in real need 
will come forward to perform manual labor—resulting in better targeting.

Recently, the Minister of Rural Development (the nodal Ministry for 
MGNREGA) argued that the scheme has three goals: one, to provide 
wage employment; two, to create durable community assets; and, three, 
to empower GPs. Even in states where the scheme had been successful, 
“only two out of the three objectives have been fulfilled. In no states, all 
three objectives have been fulfilled” (The Hindu, December 15, 2013). The 
Minister said that in AP, the pace setter for MGNREGA, has provided wage 
employment and durable assets, while simply bypassing the locally elected 
GPs. In Madhya Pradesh and Rajasthan, GPs have been empowered and 
wage employment has been created but few community assets have been 
created.

Most programs have externalities and inadvertent consequences. The 
social audits appear to have larger social learning-by-doing effects, as the 
poor get a sense of what their rights are, learn how to negotiate with local 
functionaries, and the lessons that they learn from this program can be car-
ried over to other programs. But success could also be defined in a different 
way. As others have pointed out, the direct wage effects of MGNREGA on 
beneficiaries underestimate its benefits. The indirect wage effects might be 
larger in the sense that MGNREGA might create a floor wage in rural India 
and hence raise wages for all rural labor. But that might also have inflation-
ary consequences that might undermine the purchasing power of urban poor.

Finally, there might be longer term institutional effects. If the success 
of MGNREGA has resulted in bypassing and thereby undermining GPs (as 
in AP), that is likely to have negative consequences for a range of issues. 
Additionally, and perhaps even more troubling is a much larger institutional 
effect that we need to think about. It is interesting to note that during the 
period that AP was a poster-child of MGNREGA (2006–10), it was also 
perhaps one of the most egregious states with regard to “grand corruption” 
in India at that time. It is a model with a distinguished past. Mrs Gandhi did 
exactly that in the 1970s—even as she weakened institutions, she unveiled a 
whole slew of pro-poor programs. Is it possible that even a well run pro-poor 
program such as MGNREGA in AP might be a case of a healthy tree in a 
decaying forest? And if so, are we then focusing on the critical question?
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Dilip Mookherjee 
University of Boston

This paper studies a vitally important issue in governance and leakages 
in delivery of public programs: the extent to which social audits involv-
ing the local community are effective in limiting leakages and promoting 
accountability of local governments. To this end, they study the experience 
of AP, which has implemented social audits of the MGNREGA employ-
ment generation program since 2009. They assemble a detailed set of data 
on complaints filed with the audit teams at the village level over successive 
years, covering three rounds of audits. A regression analysis studies the 
statistical association between conduct of successive audit rounds and the 
number of complaints of different kinds filed, and on scale of programs 
implemented, while controlling secular time trends and a large range of 
village-specific factors.

Despite the impressive data collected, the authors describe a number 
of factors that make it difficult to make any clear inferences regarding the 
effectiveness of the audits. Some of the problems concern the nature of the 
audit program itself: the rollout and the timing of the audits in each location 
were not random, and little is known about how these were decided. Not 
every village was audited the same number of times, and the audits were 
held at different times. Were areas with higher levels of perceived corrup-
tion more likely to be audited, and audited sooner? Without knowing the 
source of variation in frequency and timing of audits, it is difficult to provide 
causal interpretations of correlations between successive audit rounds and 
complaints filed. It is also hard to know whether residents that came forward 
to complain were subject to intimidation by concerned officials and party 
workers, and whether this might have prevented many complaints from 
being filed. If this were the case, the number of filed complaints might be 
negatively correlated with the actual extent of corruption.

Even if the preceding problems could be controlled in some way, there are 
additional problems of a conceptual nature in drawing inferences regarding 
effectiveness of audits from data concerning complaints filed. Any audit 
procedure that is effective raises the probability of detection of corrupt acts 
(the detection effect), and at the same time reduces the number of corrupt 
acts (the deterrence effect). The number of corrupt acts reported is the 
confluence of the two effects which pull in different directions. For a given 
level of deterrence, the detection effect would cause more complaints. On the 
other hand, for a given level of detection, the deterrence would cause fewer 
complaints. The net effect on observed complaints could go either way.  
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Hence it is very difficult to identify the effectiveness of audits by the num-
bers of complaints filed.

Further problems arise in the interpretation of data concerning changes 
in the number and types of complaints following successive audit rounds. 
These owe to learning effects for both auditors and officials being investi-
gated. While auditors may become more adept at detecting irregularities, 
officials may move on to other harder-to-detect irregularities.

The authors make a distinction between ETD and HTD acts, and between 
those kinds of complaints in which local residents have high personal stakes 
(i.e., labor irregularities) and where they have lower stakes (material irregu-
larities). They hypothesize that auditing will be more effective for areas 
where residents have a higher personal stake, and that mutual learning will 
result in a shift in the pattern of observed irregularities from ETD to HTD. 
Accordingly, they test the predictions that (a) labor irregularities will decline 
over successive audit rounds, relative to material irregularities, and (b) the 
pattern of irregularities will shift from ETD to HTD types of complaints.

Their empirical results turn out to provide only mixed support for these 
predictions. My reading of their results leads me to believe that they overstate 
the extent of support. Part of the reason is that they rely on the significance of  
effects only in a statistical sense. Table 5 shows that the increase from the 
first round to both audit rounds 2 and 3 in the number of labor irregularities 
exceeded that for material irregularities, but was less precisely estimated.

The results are equally ambiguous concerning differential patterns for 
ETD and HTD irregularities. Table 6 shows that a large quantitative increase 
in delays/non-payment of worker dues (which are ETD) exceeds that of 
every other kind of complaint by at least 50%. Missing records and ghost 
projects, two ETD material irregularities, rise significantly in both quanti-
tative and statistical sense (columns 8 and 5), while the two HTD material 
irregularities (poor quality of materials and bribes in columns 6 and 7) rise 
by smaller magnitudes and fail to be statistically significant for either round 
2 or 3. At the same time, non-provision of work (column 2) which is also 
ETD, shows a significant fall.

I agree, however, that the evidence fails to provide comfort on any dimen-
sion. Maybe citizens were becoming more aware of their entitlements as 
a result of the audits, thus causing complaints regarding non-provision of 
work to fall? Maybe this also caused the threefold rise in program expen-
ditures and employment generated? The disaggregated evidence (Table 7) 
however shows no association between successive audit rounds and program 
expenditures or employment, after controlling for time trends and village 
characteristics.
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Particularly chilling is the evidence concerning lack of adequate follow-
through of detected irregularities with suitable disciplinary action. Table 13  
shows that only 13% of amounts of irregularity had been recovered by 
2013; less than 1% saw major disciplinary actions and less than 18% saw 
any kind of disciplinary action whatsoever. The absence of legal or admin-
istrative penalties leaves one wondering whether there were any political 
repercussions to the officials in question: will there be any impacts on their 
re-election (as has been witnessed in Brazil following disclosure of results 
of irregularities discovered by federal audits six months prior to elections 
(Ferraz and Finan 2008)? We will have to wait and see.

General Discussion

Rohini Somanathan (Chair) kicked off the session by congratulating NCAER 
for choosing a topic that was crying out for attention given how much faith 
the government and nongovernmental organization (NGO) activists have 
placed in social audits to improve service delivery to the poor and overall 
governance.

Pranab Bardhan agreed that this was a topic well worth pursuing. Of 
course, increasing complaints need not mean that malfeasance is increasing; 
quite often it can be the success of the program that increases the number of 
complaints. Different incentives are also likely to be at play regarding labor 
and materials irregularities. Benjamin Olken’s work on Indonesia suggests 
that beneficiaries in social audits care much more about labor irregularities 
because of the direct impact on their incomes, and materials problems are 
often seen as somebody else’s concern. On Devesh Kapur’s concern about 
deterrence, the lack of follow-through and penalties is a general problem in 
India at all levels. Social audits are not needed in China because there are 
incentives and punishments at all levels that kick in, conditioning behavior. 
Bardhan felt that this general problem in India should not take away from 
the importance of carrying out social audits, both for checking fraud as well 
as raising awareness among beneficiaries.

Jeff Hammer noted that complaints are a joint probability of something 
bad happening, its detection, and someone speaking up. Since the data 
for this paper were limited to villages with at least three audits, what the 
authors are really identifying is the speed at which any of these three things 
changed over time. For example, it may take longer for people to figure 
out that materials are being stolen as opposed to labor irregularities. So it’s 
not that one shouldn’t use social audits for material irregularities, but one 



farzana afridi and Vegard Iversen 339

may just have to wait longer before people catch on: more patience may be 
required. Hammer also suggested that if the authors are planning more work 
they might try to find out if under MGNREGA the government was building 
the things that the Gram Sabha wanted them to build. He noted that in his 
own work on decentralization in Karnataka, state government officials had 
paid little heed to the GPs and had built what they thought fit, and this too 
could be related to what was likely to be more lucrative.

Karthik Muralidharan wanted to know if there had been any discussion 
about the trade-offs between top-down and bottom-up audits. That seemed 
to be the really important question. Were bottom-up audits considered 
more cost effective, for example, by being able to cover more villages than 
top-down audits? He also asked if the authors’ data had any information on 
asset quality going beyond materials pilferage. He noted new panel data that 
he and his associates had collected building on the original 2002 teacher 
absence data for 1,200 villages in India. The data suggested that the only 
thing that seemed to make a difference in primary education was top-down 
monitoring. They could not find any significant impact of PTA activity. So, 
the larger point may not be so much whether communities could be effective 
or not, but whether they had any powers to do anything based on what they 
found, and therefore, condition service delivery behavior.

Karthik noted that the Afridi–Iversen results were consistent also with 
just the time trend of the awareness of the program: poor people don’t quite 
know what their entitlements are, and over time they become aware of their 
wage-related entitlements, and so the margin of corruption shifts toward 
materials. This is in a way a bit sad, because it is the physical assets being 
created that are the real public goods that one would hope the social audit 
could help monitor, as opposed to just reducing labor irregularities in the 
wage transfer, a private good. So in that sense, it is not obvious that one 
needs the social audit since over time workers will learn more about their 
entitlements. Finally, though the cost of social audits was only 1% of the 
total MGNREGA expenditures of ̀ 40,000 crores, this was still a very large 
sum of money, and it is not obvious that social audits were the best available 
form of evaluation. Brazil had essentially done top-down independent audits 
using random representative samples, audits that were public and highly 
credible, and where the findings were backed up with actions.

Surjit Bhalla emphasized that however one audits MGNERGA, top-
down or bottom-up, the fact remains that National Sample Survey (NSS) 
data clearly show that this is not a program for the rural poor, but mainly 
benefits the rural non-poor. NSS added a module with detailed questions 
on whether respondents participated in MGNREGA or not in 2011–12. 
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This data suggested that in AP there were 7.5 million people who worked 
on MGNREGA, out of which 1.1 million were poor and 6.4 million were 
non-poor. The poor who worked in MGNREGA were in the bottom 15%, 
and the non-poor were in the 55th percentile. The notion that some of these 
non-poor were the transitory poor is not supported by asset ownership data 
from NSS. The poor in MGNREGA spent `19 per year on jewellery and 
those who were not poor spent `884, so 0.2% of total expenditures for the 
poor and 5% for the non-poor. These NSS incidence data suggest that since 
60% of the money on MGNREGA goes in wages, only some 14% of the 
money meant for the poor actually reaches the poor.

Shekhar Shah mentioned that in its latest form, MGNREGA also allows 
the creation of assets on private land under certain conditions, such as for 
Scheduled Castes (SCs)/Scheduled Tribes (STs). In some states this meant 
that entire villages were enrolled in MGNREGA and signed worker cards 
for MGNREGA work on each other’s land, with the actual physical work 
of digging tube wells or building ponds all done by contractors who were in 
collusion with almost everyone in the village. In that situation, what could 
social audits do?

Anupam Khanna noted that experiences with social audits can vary 
tremendously. His work in Indonesia on village road projects suggested 
that social audits there worked better on detecting fraud on materials and 
construction and what was difficult was the labor part, for example, identify-
ing ghost workers. The question that may need to be answered is whether 
social audits work only for very specific types of projects. On the dynamics 
of corruption, Khanna also noted that in his experience, and recent episodes 
in India also support that, it seemed to be the case that the culprits were 
learning faster than the victims.

Farzana Afridi agreed with Muralidharan’s comment that social audits 
need to be complemented with top-down audits, particularly for auditing 
materials and assets created under MGNREGA. She mentioned that they 
were planning to collect further data on the type of assets being created 
under MGNREGA; so for example, one could ask whether roads or irriga-
tion projects were bring created in AP’s Telangana region, which has scarce 
rainfall and many droughts. Certainly in their field work, villagers often 
complained that officials preferred to build roads more than anything else, 
presumably because it was easier to pilfer from road projects. With such 
data, one of the things that they could look at would be the kind of assets that 
were being created and whether these were changing over time. It is harder 
to get information on the quality of the assets. Afridi agreed that collecting 
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and analyzing the data over a longer period of time would shed more light 
on the impact of social audits on the scheme.

Afridi noted that she herself completely agreed that cash transfers would 
be more efficient than MGNERGA, with or without social audits. AP, 
however, has used social audits, and other states are following suit, so their 
paper is trying to look whether it can be effective or not. She recommended 
that everyone attend the IPF Policy Roundtable the next day since it would 
deal with cash transfers. She agreed with Shekhar Shah’s point about private 
assets but noted that during the period they were looking at, from 2006 to 
2010, MGNREGA only allowed public works, and the new rule on building 
private assets under some conditions came somewhat later.

Vegard Iversen pointed out that the remit of social audits in AP did not 
extend to material expenditures because these were audited in a more stand-
ard, top-down fashion, and this may not have been clear in their presentation. 
This is not to say that the top-down audits did not suffer from problems. 
If the participatory process had bite, then it should have had an impact on 
complaints, given other controls for labor-related irregularities. So, though 
there are signs that the participatory process is doing something, it is not 
doing enough for the reasons that they point out, namely that before 2010 the 
deterrent effects of the social audit process was simply not strong enough.

Iversen responded to the question on the dynamics of corruption and 
agreed that corruption is changing over time as their paper observes. On 
the observation that in Indonesia material related irregularities were easier 
to detect than those relating to labor, it was important to note that the AP 
social audits were built on the inspiration and learning from earlier audits 
in Rajasthan and in other parts of India, and these earlier audits had focused 
awareness and knowledge on detecting irregularities in labor records.
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